Electric Load Forecasting Using Artificial Neural Network Method with Limited Data
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ABSTRACT — As time changes, electric load demand forecasting is one of the vital things in generation and distribution planning. Various ways can be implemented in forecasting electrical energy demands, one of which is by using the artificial neural network method, which is a method that mimics the ability of the human brain to receive an input and then carry out processing between the neurons within to produce information based on the processes that occur within the neurons. This research uses a neural network method to forecast the electric load in Jayawijaya Regency. This research builds a neural network architecture suitable to the data obtained from National Electricity Company (Perusahaan Listrik Negara, PT PLN Indonesia) UP 3 Wamena to find an architecture model suitable with high accuracy. Due to the limited data owned to forecast electric load, an interpolation method based on the owned original data was carried out to increase the amount of the existing data. In this way, more data can be used as input, allowing the model to forecast load requirements more accurately. These propagated data were used as input data in the artificial neural network model. After conducting iterative testing using a neural network, it is found that the model that fitted the data was feed-forward long short-term memory (LSTM) network, this model can obtain errors in accordance with the standards of a model to perform forecasts of 0.04% with nine epochs.
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I. INTRODUCTION

Alongside technological advancements, one of the most common problems in the world of electricity is unmet electrical energy demands. The demand for electrical energy increasing along with the addition of consumers, business growth, industry, the economy, regional development, population growth, regional conditions, living standards, as well as current and future development plans requires electrical energy forecasts [1].

In order to meet the needs of electrical energy, electric load forecasting is required in planning electricity demand and supply. Data in the form of time series are required within a certain period of time to forecast the electric load. The used data are historical data aiming to determine the characteristics of the electric load in the previous time span to forecast the future electric load. In addition, the data used are data on electricity user characteristics, including household, business, industrial, and public user characteristics. In which each user characteristic has different peak load characteristics [2].

Due to the unpredictability (dynamism) of the demand for electrical energy, it is necessary to forecast the growth of electric loads and the distribution of electrical power in accordance with electric load requirements. In the electricity system, electric energy demand forecasting is required to forecast the exact electrical power required to serve the load and electrical energy needs in the distribution of electrical energy. A too-small forecast will result in insufficient power capacity being supplied to meet load requirements, while a too-large forecast will result in excess power capacity leading to losses [3].

Despite its limitations, Jayawijaya Regency is a fast-growing area compared to other districts in the Central Highlands of Papua Province. According to the data from the Population and Civil Registry Office of Jayawijaya Regency, the average growth of the population of Jayawijaya Regency from 2013 to 2018 was 0.7% per year, gross regional domestic revenue (GRDP) from 2013 to 2018 was an average of 13.33% per year, peak load data from 2013 to 2018 was an average of 12.48%. It demonstrates that Jayawijaya Regency experiences growth in the household, commercial, public, and industrial sectors. These sectors are consumers of electrical energy in Jayawijaya Regency [4].

A neural network is an artificial intelligence system capable of learning and accumulating knowledge of learning results in its network of cells (neurons) to enable the network as a whole to respond more intelligently to the given input. This ability to learn and accumulate knowledge allows the neural network system to adapt to the environment that provides input. This research aims to forecast the electric load in Jayawijaya Regency using a neural network and build a neural network architecture in accordance with the data obtained from National Electricity Company (Perusahaan Listrik Negara, PT PLN Indonesia) UP 3 Wamena in order to discover a suitable architecture model with a high level of accuracy. Due to the limited data available for electric load forecasting, it is necessary to increase the amount of existing data using the data interpolation method based on the available data.

II. METHODOLOGY

This research was conducted based on several studies that have been done before. Some of which carried out study on electric load forecasting using the long short-term memory (LSTM) method [5]. Research [6] has conducted a load forecast using a convolutional neural network method.

A forecast on short-term electric load demand has been done by combining several neural network models based on load characteristics, and external factors affecting them [7]. The result is that the proposed model could perform load forecasting well. Earlier forecast research conducted using the convolutional neural network method combined with the recurrent neural network has shown that this method could perform load forecasting with better results than other neural
network models that have been used on the same research object [8].

Another research on short-term electric load forecasting has been carried out by combining the methods of improved environmental adaptation with real parameters (IEAM-R) and controlled gaussian mutation (CGM) [9]. The result of this research showed that by combining the two methods, the neural network could perform forecasts more accurately because the neural network of this type was modeled to be able to adapt to the environment.

A. ELECTRIC LOAD FORECASTING

Electric load forecasting is essential in planning electrical power system operations. The forecasting results can be used to plan generation and formulate an economical generation schedule [10], [11]. The objectives of load forecasting are to improve power system stability, improve power system security, reduce generation costs, and improve overall utility efficiency, as well as achieve optimal performance through demand-side management [12].

According to the forecast period and supply strategy, power system load forecast consists of three kinds of load forecast: long-term, medium-term, and short-term load forecasts [13]. In general, electric load forecasting uses time series data.

Short-term load forecasts have several characteristics, including the followings.

- Load is almost always the same within a 24-hour period, trend similarity within different weeks on the same day of the week, trend similarity of weekdays or holidays, and trend similarity of the same major holidays in different years.
- It is affected by various environmental (external) factors, such as seasonal changes, sudden changes in weather factors, equipment breakdowns or repairs, large-scale cultural or sports activities, and others. Those factors can cause the system load to experience random and temporary variations.

Forecast methods using time series data have two main characteristics: the model structure is simple, and amount of data required for load forecasting is small. Since time series forecasting methods emphasize data for a specific time span, without regard to external factors, they can produce significant errors [14].

B. INTERPOLATION

The interpolation method is a method to search for a value associated with an interpolation function. The interpolation function is formed by several points with a certain range. The search for the value of the function associated with the point located in the range is called the interpolant [15].

The simplest form of interpolation is interpolation involving two points \((x_1, y_1)\) and \((x_2, y_2)\), the characteristics of the connection of these two points are represented by a linear function \(y(x)\) connecting the two points, which is called the interpolation function. The value of the interpolation function at a point whose abscissa is \(x_3\) (located between \(x_1\) and \(x_2\)), is \(y(x_3)\), referred to as the interpolant of \(x_3\).

In practice, the interpolation function involves a number of points, the commonly used is interpolation which involves three points. Therefore, the interpolation function form is quadratic. The quadratic approach better reflects the characteristics of the distribution of points [16], because in practice, these points are distributed through a random pattern. The interpolant is expected to follow this function which better reflects practical everyday quantities. The search for a quadratic function can be done through the process of curve fitting, the parameter values of the quadratic function are determined on the basis of the least squares error principle.

C. ARTIFICIAL NEURAL NETWORK

A neural network is an artificial intelligence capable of learning and processing the learned knowledge within its network (neurons) so as to enable the entire network to be more responsive to the given input. The ability of this artificial intelligence to learn and process knowledge makes the neural network adaptable to the set of variables that provide input into it. This intelligence mimics the working principle of the human brain in responding to different conditions, the role of a neural network in the field of science is essential in the future which demands automation aspects between humans and tools [17].

The work of a neural network is assessed from three points: network architecture, training method, and activation function.

In this system, a collection of neurons will form a layer called a neuron layer. Each layer will be connected between one and the other. Information will be propagated from one layer to the next layer, starting from the input layer, the hidden layer, then the output layer.

Neurons are information processing units that are the basis of neural networks. A neural network itself consists of three elements [18]. The first element is a set of units connected by connecting lines, these lines have different weights, weights with positive values strengthen the signal and those with negative values will weaken the signal. The second element is a summation unit sums the input signals that have been multiplied by their weights. The last element is an activation function that determines the output of the neuron. The frequently used neural network architectures are the single-layer, multilayer, and recurrent network models.

In neural networks, the single-layer network is the simplest, where neurons in the input layer are directly processed to the output layer without any feedback [19]. In a single layer, if a hidden layer is added in addition to the input and output layers, it may disrupt the performance of the network. Therefore, there is another type of network called a multilayer network, which consists of input, hidden, and output layers. The way it works is by transmitting a signal from the input layer, which will then be automatically computed in the hidden layer before being transmitted to the output layer. This type of network has a longer training time as it is more complex than a single-layer network. Meanwhile, the recurrent network model is formed because the two networks above require feedback in each loop of the network while this type of feedback is obtained from inputs that are being used in the network [20].

The activation function serves to determine the output value of a neuron. Frequently used activation functions include the sigmoid, hyperbolic tangent, and the leakyReLU functions. The sigmoid function is the most commonly used function because the function value maps the value between 0 and 1. The hyperbolic tangent function or sigmoid bipolar has a similar character to the usual sigmoid, but the mapped input value is the value of -1 to 1. The leakyReLU function is a development of ReLU, the difference is that if ReLU can map the input values of 0 to \(x\), then leakyReLU can map unlimited input values \((y = x^*0.01)\) [21].
The working principle of a neural network is more or less the same as how the human brain processes information. Each neuron in the human brain is connected to each other and then spreads the information the brain has received to each unit. Neuron then receives input and processes it with a weight, then sums it (weighted sum) and adds an additional bias or input. The result of this operation is the parameters of the neuron’s activation function. When performing learning using a neural network, two processes are performed, namely training and evaluation. There is one optional process, i.e., testing. Each neuron’s weight and bias are updated repetitively when training until the resulting output value is as desired. Each loop is evaluated to determine whether the network still needs training or can stop the training process [22].

**D. VALIDATION TEST**

The forecast model validation is done by evaluating the forecast results. The frequently conducted method in the evaluation process is the mean squared error (MSE) method [23]. MSE is the mean square error, the error in question is the difference between the actual and forecast values. If the MSE value is low or close to zero, it indicates that the model obtained is good, the forecast results are very close to the actual values and finally this model can be used as a reference for forecasting in the future period. The MSE is formulated as follows:

\[
MSE = \frac{\sum_{i=1}^{n} (A_i - F_i)^2}{n}
\]

where,
- \(A_i\) = actual value
- \(F_i\) = forecast result value
- \(n\) = number of data.

**III. CASE STUDY**

This research discusses electric load forecasting using a neural network modeled in MATLAB. There are several stages in its process, namely modeling the neural network in accordance with the data characteristics, conducting training, then testing the performance of the model, conducting analysis, and finalizing with a conclusion.

Figure 1 displays the research flowchart. As per the flowchart shown in Figure 1, the first step is obtaining the original data through data collection methods from relevant agencies. The next is to select data suitable for the purpose of making this forecast. After obtaining the required data, then data interpolation is carried out. These limited data are reproduced through quadratic interpolation. The interpolated results of this quadratic interpolation function are added with noise as a reflection of the real situation in the field, where changes always occur. The initially limited data can be multiplied by generating sufficient interpolants, and a large amount of data produces a more accurate model. When this multiplying data stage is successful, the next step is to design the structure or architecture of the neural network.

This neural network architecture is to perform load forecasting in Jayawijaya District. The modeling used in this research is a neural network with the type of feed-forward backpropagation LSTM because the data are in the form of annual and monthly time series. The training and testing of this neural network were done with several trials and structure modifications: the number of hidden layers, neurons, and epochs to get the best modeling form with low error.

**IV. RESULT AND DISCUSSION**

**A. DATA PREPARATION**

The data used as input were peak load historical data of PT PLN Indonesia UP 3 Wamena Jayawijaya Regency, population, and GRDP from 2013 to 2018. After obtaining the required input data, data sorting was performed to sort out the data to be used as input data. Initially, the data were in the form of data per year for a period of six years, which is listed in Table I.

Neural networks work like the human brain, learning from an example, then the network formed tries to solve a particular problem such as pattern recognition or classification due to the learning process. Therefore, the more examples received and processed by the brain, the better the results of brain analysis will be.

Based on this, it can be stated that the neural network requires a large amount of data to perform modeling and forecasting training. The more data it has, the more likely the network can produce more accurate output. Because the data were very limited, interpolation was carried out aiming at increasing the amount of data but still in accordance with the range of real data available, and also in accordance with the variable and nonlinear data values. Therefore, the interpolation performed was a quadratic interpolation, performed piecewise with three data (three years) each.

Quadratic interpolation was done per three years to get an interpolant, a quadratic model with the following formula:

\[
q(x) = ax^2 + bx + c.
\]

After successfully interpolating, the interpolated data (interpolant) were added with noise which reflected the variation of the data, in order to describe the development of the data in the field. The following is an example of the data generation process through quadratic interpolation, using the 2013 and 2014 data. The quadratic functions for peak load, population, and GRDP data (\(y\)) are expressed as follows.
The results obtained 84 data that would be used as neural network inputs. Other data types are interpolated way with the initial value $1.96$ in one year.

For interpolation purposes, the values $y(x)$ are repeated training was carried out by adjusting the number of layers, the number of neurons, and the number of epochs until obtaining the best results. After conducting repeated experiments, it was found that a good network model for forecasting is a network model consisting of:

- one neuron in the input layer
- ten neurons in the first hidden layer
- one neuron in the second hidden layer
- one neuron in the output layer

The final result of this modeling can be seen in Figure 2.

Values of the first two years of data that have been interpolated are presented in Table II. Similar steps in accordance with the provisions in Table II were carried out for other data types. The results obtained 84 data that would be used as neural network inputs.

For the next year, it can be done in the same way. For interpolation purposes, the values $y(x)$ are repeated training was carried out by adjusting the number of layers, the number of neurons, and the number of epochs until obtaining the best results. After conducting repeated experiments, it was found that a good network model for forecasting is a network model consisting of:

- one neuron in the input layer
- ten neurons in the first hidden layer
- one neuron in the second hidden layer
- one neuron in the output layer

The final result of this modeling can be seen in Figure 2.

### TABLE I
**INPUT DATA**

<table>
<thead>
<tr>
<th>Year</th>
<th>Peak Load</th>
<th>Population Data</th>
<th>GDRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>5,436</td>
<td>204,954</td>
<td>415,665</td>
</tr>
<tr>
<td>2014</td>
<td>5,560</td>
<td>206,568</td>
<td>419,194</td>
</tr>
<tr>
<td>2015</td>
<td>6,070</td>
<td>212,533</td>
<td>421,928</td>
</tr>
<tr>
<td>2016</td>
<td>6,280</td>
<td>214,740</td>
<td>424,294</td>
</tr>
<tr>
<td>2017</td>
<td>6,648</td>
<td>216,861</td>
<td>427,595</td>
</tr>
<tr>
<td>2018</td>
<td>6,645</td>
<td>216,360</td>
<td>430,543</td>
</tr>
</tbody>
</table>

### TABLE II
**INPUT DATA AFTER INTERPOLATION**

<table>
<thead>
<tr>
<th>Year</th>
<th>X Value</th>
<th>Year</th>
<th>Peak Load</th>
<th>Population Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>1.08</td>
<td>2013</td>
<td>5,436</td>
<td>185,431</td>
</tr>
<tr>
<td></td>
<td>1.16</td>
<td></td>
<td>5,436</td>
<td>188,255</td>
</tr>
<tr>
<td></td>
<td>1.24</td>
<td></td>
<td>5,435</td>
<td>189,913</td>
</tr>
<tr>
<td></td>
<td>1.32</td>
<td></td>
<td>5,437</td>
<td>193,009</td>
</tr>
<tr>
<td></td>
<td>1.40</td>
<td></td>
<td>5,436</td>
<td>195,497</td>
</tr>
<tr>
<td></td>
<td>1.48</td>
<td></td>
<td>5,438</td>
<td>197,108</td>
</tr>
<tr>
<td></td>
<td>1.56</td>
<td></td>
<td>5,445</td>
<td>199,967</td>
</tr>
<tr>
<td></td>
<td>1.64</td>
<td></td>
<td>5,446</td>
<td>201,481</td>
</tr>
<tr>
<td></td>
<td>1.72</td>
<td></td>
<td>5,447</td>
<td>200,036</td>
</tr>
<tr>
<td></td>
<td>1.80</td>
<td></td>
<td>5,452</td>
<td>203,085</td>
</tr>
<tr>
<td></td>
<td>1.88</td>
<td></td>
<td>5,459</td>
<td>203,096</td>
</tr>
<tr>
<td></td>
<td>1.96</td>
<td></td>
<td>5,462</td>
<td>203,098</td>
</tr>
<tr>
<td>2014</td>
<td>2.08</td>
<td>2014</td>
<td>5,475</td>
<td>205,902</td>
</tr>
<tr>
<td></td>
<td>2.16</td>
<td></td>
<td>5,484</td>
<td>206,523</td>
</tr>
<tr>
<td></td>
<td>2.24</td>
<td></td>
<td>5,480</td>
<td>206,949</td>
</tr>
<tr>
<td></td>
<td>2.32</td>
<td></td>
<td>5,501</td>
<td>207,338</td>
</tr>
<tr>
<td></td>
<td>2.40</td>
<td></td>
<td>5,498</td>
<td>207,626</td>
</tr>
<tr>
<td></td>
<td>2.48</td>
<td></td>
<td>5,513</td>
<td>207,691</td>
</tr>
<tr>
<td></td>
<td>2.56</td>
<td></td>
<td>5,520</td>
<td>207,675</td>
</tr>
<tr>
<td></td>
<td>2.64</td>
<td></td>
<td>5,529</td>
<td>207,484</td>
</tr>
<tr>
<td></td>
<td>2.72</td>
<td></td>
<td>5,540</td>
<td>207,080</td>
</tr>
<tr>
<td></td>
<td>2.80</td>
<td></td>
<td>5,547</td>
<td>206,672</td>
</tr>
<tr>
<td></td>
<td>2.88</td>
<td></td>
<td>5,554</td>
<td>206,095</td>
</tr>
<tr>
<td></td>
<td>2.96</td>
<td></td>
<td>5,576</td>
<td>205,342</td>
</tr>
</tbody>
</table>

Peak load:

$$y = 40.5x^2 - 90.5x + 5485.$$  \hspace{1cm} (3)

Population:

$$y = -10763x^2 + 53642x + 140820.$$  \hspace{1cm} (4)

GRDP:

$$y = 81.5x^2 + 3093.5x + 409411.$$  \hspace{1cm} (5)

where $x$ is the year. For interpolation purposes, the $x$ values were multiplied in months, so that in one year there are twelve data points. The interpolant values of $y(x)$ for each month can finally be calculated for values of $x = 1.08; 1.16; \ldots; 1.88; \text{and} 1.96 \text{ in one year.}$ For the next year, it can be done in the same way with the initial value of $x = 2.08$ increment 0.8.

B. NEURAL NETWORK MODELING

After completing the data preparation, the neural network architecture modeling was carried out using the parameters described in the previous subsection. The first was to determine the type of network to be used, the network to be used in this forecasting was a multilayer network with the method of backpropagation neural network LSTM. This type of network was used since the data were in the form of time series. After obtaining the type of network to be used, the next step was to design the network architecture. It is because a good network model for load demand forecasting is a network with a high level of accuracy. This level of accuracy was obtained by doing a lot of variations in the number of hidden layers and the number of neurons in each hidden layer, the level of accuracy can be judged by the size of the resulting error. After that, repeated training was carried out by adjusting the number of layers, the number of neurons, and the number of epochs until obtaining the best results. After conducting repeated experiments, it was found that a good network model for forecasting is a network model consisting of:

- one neuron in the input layer
- ten neurons in the first hidden layer
- one neuron in the second hidden layer
- one neuron in the output layer

The final result of this modeling can be seen in Figure 2.

C. LOAD FORECASTING

With the model architecture as shown in Figure 2, the model’s performances are two hidden layers, ten neurons in the 1st hidden layer, and one neuron in the 2nd hidden layer. Figure 3 shows the training performance with the model structure.

Based on Figure 3, there is a very significant decrease in MSE from the 1st to 6th iteration. Then, in the 6th to 8th iteration, there is still a decrease in MSE, even though it is less.
significant. The best result was achieved at the 9th (epoch) iteration when the network successfully performed the calculation with the smallest error. At that time, the neural network automatically stopped the training process. The small MSE is depicted by the blue line which is decreasing towards 0 (zero), it can be said that the model has met the expectations marked by the MSE value of $3.6864 \times 10^8$.

An illustration of the success of the training process can be seen in Figure 4, for 48 data inputs and 48 data results of a neural network specifically the peak load. The figure shows the results of network training conducted using neural network feed-forward backpropagation with three types of data input where there are two lines, the red line is the training target and the blue is the output of the neural network. If noticed carefully, the training of this network can be considered successful because the difference between the target and output neural network is not significant, which indicates that the architecture can process the data input well.

The comparison between the test results and the target can be seen in the graph shown in Figure 5. This figure shows the test results of the network after prior training. The data entered were new data that had never been used during training. This network test aims to see if the network that has been built can quickly and adaptively recognize and learn new data without significantly reducing the network’s performance. Figure 5 shows a not-so-significant difference between the test target and the test results. However, when compared to the training results, the error of the test results is more significant. It should be noted that the data used to conduct the test were new data that had not been recognized by the network, and the test results were still in accordance with the MSE standard. It indicates that the network has met the requirements for forecasting electricity demand and indicates that the network is ready to be given input data that has not been used before.

V. CONCLUSION

Neural network can work with limited data by using the assistance of data interpolation to increase the amount of available data, through a process that is in accordance with the applicable provisions. After conducting iterative testing, it is found that the model that matched the obtained data was the LSTM network. This model yielded a very small error at 0.04% with nine epochs.
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