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ABSTRACT — A phoneme is the smallest sound in a sentence that has no meaning but plays the most important role in 

meaning formation. Phoneme identification from a video that shows an actor speaking Indonesian sentences is an important 

part of developing visual-to-text applications. This application can translate mouth movements from a video into a series of 

Indonesian texts so that it can facilitate communication for the deaf. This study aims to optimize the performance of the 

classification process on image data, including as many as 32 phonemes from video extraction results so that they can be 

used to support the phoneme identification process to realize visual-to-text applications in Indonesian. The classification 

algorithm used in this study was neural network backpropagation. Some of the proposed efforts to optimize the performance 

of the classification process included using a comparison of the proportion of datasets, estimating the number of hidden 

layers, and reducing the dimensions of the dataset using the principal component analysis (PCA) method to reduce the 

amount of data that is considered less important without reducing the level of information. The dimensions of the data before 

reduction were 1280 × 7100 data matrices and 1280 × 50 data matrices after reduction. The accuracy results obtained in data 

optimization using the PCA were equal to 87.16% with a data proportion of 8 : 2 and fifty important data points were used 

in the data optimization process using the PCA. 

KEYWORDS — Classification of Indonesian Phonemes, Neural Network Backpropagation, Optimization, Principal 

Component Analysis, Visual-to-Text.

I. INTRODUCTION 

Etymologically, phonology comes from the Greek words 

“phone,” which means sound, and “logos,” which means 

science. Thus, it can be interpreted that phonology is the 

science of the system or element of language sounds that form 

a language utterance, starting from the way of pronunciation to 

the way the sound is conveyed to the listener [1]. The sounds 

studied in phonology are called phonemes. 

According to the Kamus Besar Bahasa Indonesia, 

phonemes are the smallest units of sound capable of showing 

contrasts in meaning or suprasegmental sound units in the form 

of phonemic stresses, tones, or pauses [2]. Suprasegmental 

phonemes are a combination of oral communication and 

auditory understanding of linguistic teaching, such as sources 

of stress, accent, intonation, pitch, syllables, and sound 

deviations [3]. A phoneme can also be defined as the smallest 

sound in a speech that has no meaning but plays a crucial role 

in the formation of meaning. Phonemes are the object of study 

in phonetics, which is a branch of phonological studies that 

investigates the sound of language by focusing on its unction 

as a differentiator of meaning or words [4].  

 A word is formed from several phonemes that have an 

understandable meaning. For example, the word “accuracy” is 

made up of the phonemes /a/, /c/, /u/, /r/, and /y/. In this study, 

phoneme classification selected data in the form of images to 

be used as a classification dataset. Other researchers have 

previously used image data for classification and analysis, 

particularly of phonemes, with a different type of algorithm and 

with less than optimal accuracy [5]. In this study, different 

types of algorithms and various methods were used to produce 

a more optimal level of accuracy. The images were selected by 

taking videos of people saying one sentence at a time. After 

that, the video obtained was extracted into the desired form of 

image data. Phoneme classification analysis in this study used 

machine learning. 

Machine learning is a branch of artificial intelligence that 

allows computers to study data and then create systems, 

models, or algorithms without having to write specific 

programs [6]. One of the methods used is to extract relevant 

data in order to produce information that can be interpreted [7]. 

The use of machine learning to solve data problems depends on 

the type of data problem to be solved, the number of variables, 

and the most suitable type of algorithmic model [8]. A machine 

learning workflow began with a dataset of variables to predict 

or classify. The input dataset was divided into training data and 

testing data. The training data functions as a training model, 

while the testing data serves as an evaluation model. Then, the 

model algorithm ran by spreading the data to be processed, 

writing instructions in code or program form that was used to 

solve problems, and dividing the data into input, processing, 

and output parts. The end result of dataset processing was the 

accuracy of the resulting data. 

The accuracy calculations for the data in this study were 

repeated to obtain the best accuracy results. Optimization of 

phoneme data classification to determine the level of data 

accuracy was carried out using a neural network. Neural 

network is a series of algorithms that recognize the underlying 

relationships in a dataset by imitating the way the human brain 

operates [7]. Neural network is a computational model that 

mimics the performance principles of the human brain and can 

study sample data and map data input and output. Neural 

networks are usually used for classification, prediction, 

approximation, recognition, and association problems [9]. The 

network used in the optimization of phoneme classification was 
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one of the most widely used networks, namely the multilayer 

perceptron neural network, which has a layer called “hidden” 

in the middle of the input and output layers. The hidden layer 

has variable properties that can be used by more than one 

hidden layer, meaning that more than one hidden layer can be 

used in one architecture according to the problem to be solved. 

Neural networks are used for image recognition of phoneme 

images, which will be classified for optimal accuracy [10].  

The accuracy of the data generated from machine learning 

then utilizes the principal component analysis (PCA) method to 

simplify the dataset. PCA is a data and image processing 

methods that aim to reduce the amount of large data [11]. An 

analysis using the PCA method was carried out by normalizing 

by reducing the amount of data that was considered less 

important, then calculating the covariance matrix to reveal the 

relationship between variables from the input dataset. 

Image data from .jpg files were used to represent 32 

different types of phonemes in this study. The dataset was 

obtained from the data extraction process (RGB to grayscale). 

The results of the most optimal accuracy in the dataset were 

shown in a proportion of the amount of data that was considered 

important for analysis. On the optimization of phoneme 

classification data, phoneme identification was carried out, 

which could later be used as data propositions for making deaf 

assistant applications. The deaf application works as a 

communication tool by detecting lip movements while 

speaking and reading them as meaningful words. The phoneme 

classification optimization process is expected to yield the 

proportion of datasets with the highest accuracy. 

II. METHODOLOGY 

The stages carried out in this study consists of data 

acquisition, preprocessing, classification optimization using 

neural network backpropagation, and performance evaluation. 

These stages are presented in Figure 1. Data acquisition 

includes the processes of taking video, collecting images, and 

classifying images based on phonemes. The preprocessing 

stage includes cropping, resizing, RGB to grayscale processing, 

and the data split stage, which is the process of dividing fifty 

images for each phoneme in several comparisons. The next 

stage was classification optimization using neural network 

backpropagation, aiming to produce a more optimal accuracy 

value. 

In order to improve the accuracy value of image reading to 

read mouth movements, methods and algorithms that can 

increase the accuracy value must be used. This study used the 

PCA method to produce a higher accuracy value compared to 

experiments without the PCA method. The feature extraction 

process using PCA was carried out after the preprocessing stage 

and the accuracy value was known. This stage was carried out 

to increase the accuracy value, which was not optimal.  

A. DATA ACQUISITION 

Data acquisition is a technique of taking or collecting data 

or images that will be processed using a computer [12]. The 

image collection process was carried out by recording a video 

in real-time with a test person saying a few sentences. 

Subsequently, a screenshot of the video results was taken to 

capture the facial image data needed when mentioning the 

phoneme. Finally, the image was separated by dividing or 

classifying the image from the mouth of the test person to every 

existing phoneme. The results of the image extraction were 

then used to select relevant images and eliminate irrelevant 

images. From the results of the image selection, the number of 

images obtained was 3,347 selected image data on 32 

phonemes. From the 3,347 images, 1,600 images were taken, 

 

Figure 1. Phoneme accuracy research stages. 

 

 

(a) 

 

 (b) 

Figure 2. Process of a) taking videos of test person and b) taking screenshots of 
the video. 
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with fifty images for each phoneme, which were used in the 

classification process using neural network backpropagation. 

Figure 2 shows the process of taking videos of the test 

person and taking screenshots of images. In this stage, the 

results of the video were carried out by focusing on taking the 

video only on the area around the test person’s face and then 

converting it into the form of image data. 

B. PREPROCESSING  

Preprocessing is a process occurring after data acquisition. 

Preprocessing is conducted to carry out image measurements 

and obtain the necessary data samples [13]. The basic concepts 

and methods of preprocessing data can be categorized into 

three categories: data cleaning, data integration, and data 

reduction [14]. In this process, the preprocessing stage was 

carried out. 

1)  CROPPING 

Cropping is the process of cutting an image from the 

original screenshot [15]. Image processing was done to 

improve image quality, such as by removing noise. Noise can 

be interpreted as unneeded information emerging in the image 

[15]. Cropping was done to focus on data extraction; the part 

that was cut was the part around the mouth with a size of 250 × 

350 pixels. Figure 3 and Figure 4 show the original phoneme 

image and the cropped image, respectively. 

2)  RESIZE 

After the cropping process was complete, the next step was 

to resize the cropped image. Resize is a method for resizing an 

image to a certain desired size [16]. As seen in Figure 5, the 

resizing process was carried out by reducing the pixel size of 

the phoneme image to a size of 71 × 100 pixels. The size of the 

pixels in the image is a reference to be used when extracting 

image data into datasets in nominal form. This stage is 

important to complete to get the optimal data size. The 

following are the resizing steps: 

3)  RGB TO GRAYSCALE 

An image is a two-dimensional function f (x, y), where x 

and y are spatial coordinates and planes, and has a number of 

elements called pixels [17]. In this process, the color-changed 

image had dimensions of width (x) of 71 and length (y) of 100; 

the channel or matrix values in RGB consisted of two 

dimensions for each function, namely R (x, y), G (x, y), and B 

(x, y), which were then converted to grayscale using the GS 

algorithm with the rgb2gray function so that the conversion 

results of the GS image became one-dimensional and produced 

a dataset that was used in the search for data accuracy using 

neural network backpropagation [18]. A total of 1,280 images 

converted from RGB to grayscale produced 1280 × 7100 

datasets, where 7,100 datasets were obtained from image 

dimensions of 71 × 100 pixels. The RGB to grayscale 

conversion was carried out simultaneously with the data 

extraction process. This stage was carried out to obtain a gray 

color from the image, aiming to remove redundant data 

contained in the image. 

C. FEATURE EXTRACTION USING PCA 

PCA was used to collect visual speech and image data, 

which was processed through feature extraction. Given the M 

image dataset from an image database with the image 

pronunciation of phonemes Aj = [A1, A2, ..., AM], (j = 1, 

2, ...,M), each image is converted into a 2-dimensional matrix 

of (XmxXn). Then the matrix is converted into a vector image T 

with size (U x 1), where U = (XmxXn) which produces a set of 

vector images with size (U x M) [19]: 

 𝑇 = [𝑇1𝑇2 … . 𝑇ᴍ]. (1) 

Then, the arithmetic average results can be calculated from 

a vector image with size (U x 1) pixels by using (2). 

 A̅ = 
1

𝑀
 ∑ 𝑇𝑗

𝑀
𝑗=1  (2) 

where M denotes the number of data points and ∑ 𝑇𝑗
𝑀
𝑗=1  is the 

number of each row. 

Then, the next step was to calculate the ATrain matrix, 

which was the result of the difference between each value of 

the T matrix and the �̅� matrix, using (3): 

 𝐴𝑇𝑟𝑎𝑖𝑛 = 𝑇𝑗 − �̅�. (3) 

Next, the ST covariant matrix was calculated using (4). 

 𝑆𝑇 = 𝐴𝑇𝑟𝑎𝑖𝑛 𝑥 𝐴𝑇𝑟𝑎𝑖𝑛′. (4) 

Based on the ST covariant matrix, the eigenvalues (D) and 

eigenvectors (V) could be calculated. Eigenvalues are 

characteristic values of a square matrix. These values are taken 

from eigenvalues that are greater than 0. In this study, the 

  

Figure 5. Process of resizing the image size of 71 x 100. 

 

  

Figure 3. Original image of the phoneme /e/. 

 

Figure 4. Cropped image. 
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eigenvalues (D) and eigenvectors (V) were obtained using the 

eig () function, which was implemented using Matlab. The next 

step was to calculate the eigenfaces. Eigenfaces are 

characteristics of image data determined using (5): 

 𝐸𝑖𝑔𝑒𝑛𝑓𝑎𝑐𝑒𝑠 = 𝐴𝑇𝑟𝑎𝑖𝑛 𝑥 𝑉 (5) 

The next function of PCA was to reduce the characteristics 

that remained present in the image data by removing 

unimportant data features. Equation for calculating the PCA 

projection matrix is (6): 

 𝑃𝐶𝐴_𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 = 𝐸𝑖𝑔𝑒𝑛𝑓𝑎𝑐𝑒𝑠′𝑥 (6) 

PCA_Projected was a dataset that was used in the next 

classification process. 

D.  CLASSIFICATION 

Neural network backpropagation is a model of artificial 

neural networks that uses a multilayer architecture to find 

optimal weights and minimize error values in the results of 

artificial neural networks. Classification in neural network 

backpropagation works in two stages, namely forward and 

backward calculations [20]. The use of backpropagation neural 

networks aims to determine the level of accuracy of successful 

data processing and to improve the performance of previous 

studies [21]. Data processing used neural network 

backpropagation by entering datasets that was used as samples. 

The sample dataset consisted of fifty images for each phoneme, 

which were classified into training data and testing data with a 

ratio of 6:4, 7:3, 8:2, and 9:1 data proportions. The first stage 

preceeding extraction process was to combine all the phoneme 

images in one folder, which would be included in the source 

code in Matlab. The image extraction results were in the form 

of datasets. They were then stored in Excel format and were 

processed using neural network backpropagation to produce 

the expected accuracy.  

In this study, data classification used a backpropagation 

neural network, which was widely used in data prediction 

cases. Neural network backpropagation consists of three stages, 

namely, the advanced stage where the input and output layers 

are calculated forward and determined from the activation 

function [22], the backward stage where the desired output 

target state has a difference with the output network and an 

error that occurs so that the error is propagated backward, and 

the third is the stage of changing the weight values to reduce 

the possibility of errors that will occur [21], [22].  

In a neural network there is an output layer that has linear 

neurons, a hidden layer, and an input layer that has nonlinear 

neurons and linear neurons, respectively, with 

[𝑥1(𝑘) 𝑥2(𝑘)  … 𝑥𝑛(𝑘)]𝑇 as input to the vector [23]. Output 

from 𝑗𝑡ℎ neuron in the hidden layer. 

 𝑆𝑗(𝑘) =  𝐹𝑗  (∑ 𝑤𝑗,𝑖
1,0(𝑘)𝑥𝑖(𝑘)𝑛

𝑖=1 ) (7) 

where 𝐹𝑗 (.) denotes the nonlinear sigmoidal activation 

function. The output of the neural network can be written as 

(8). 

 𝑦(𝑘) =  ∑ 𝑤1,𝑖
2,1(𝑘)𝑆𝑗(𝑘)𝑛

𝑖=1 . (8) 

Then, the error detector can be written like equation (9).  

 𝑒(𝑘) =  𝑦(𝑘) − 𝑑(𝑘)  (9) 

where 𝑑(𝑘) is the required reference signal for 𝑦(𝑘) and the 

point 𝑒(𝑘) = 0 is the equilibrium point of the dynamic 

disturbance system. The weights of the neural network are 

adjusted according to the following equation: 

 𝑤1,𝑗
2,1(𝑘) =

𝛽
−

𝑘
2𝑒(𝑘−1)+𝑑(𝑘)

𝑛𝑆𝑗(𝑘−1)
 (10) 

 𝑤𝑗,𝑗
1,0(𝑘) =

1

𝑛𝑥𝑖(𝑘)
𝐺𝑗 (

𝛽
−

𝑘
2𝑒(𝑘−1)+𝑑(𝑘)

𝑚𝑤1,𝑗
2,1(𝑘)

). (11) 

𝐺𝑗− = 𝐹𝑗
−1(−) and 𝛽 are the learning speeds of the network. 

Equations (10) and (11) guarantee the asymptotic convergence 

of the error detection output 𝑒(𝑘) as storage. 

The weighting in this test used an activation function that 

was influenced by the number of layer neurons, as shown in 

(12). 

 𝑧_𝑖𝑛𝑗 =  𝑣𝑗0 + ∑ 𝑥𝑖 . 𝑣𝑖𝑗
𝑛
𝑖=1  (12) 

where  

𝑧_𝑖𝑛𝑗 = value to calculate the hidden layer 
𝑥𝑖  = i’s input layer value 

𝑣𝑖𝑗 = the weight between the input layer and hidden layer. 

  

Figure 6. Optimal model architecture. 

TABLE I 

TEST RESULTS WITH COMPARISON OF DATA PROPORTIONS 

Data Proportion Accuracy (%) 

6:4 81.42 

7:3 77.17 

8:2 83.77 

9:1 65.60 

TABLE II 

ACCURACY COMPARISON RESULTS 

Results of 

Previous Studies 

[21] 

Before Using 

PCA 
After Using PCA 

Hidden 

Layer 
% 

Hidden 

Layer 
% 

Hidden 

Layer 
% 

4 20.59 10 76.33 25 85.62 

5 11.76 15 83.77 35 87.16 

20 52.94 25 76.57 40 84.42 

37 32.35 35 71.88 50 82.33 
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E. WEIGHTING OPTIMIZATION 

 The testing process was carried out using images, with a 

total of fifty images for each phoneme. An analysis process was 

carried out on the accuracy results for the training process with 

or without weighting optimization. The weighting optimization 

process was carried out using the technique of dividing the 

proportion of data on the results of feature extraction with PCA. 

The process of finding the best parameters was carried out by 

looking at the results of the accuracy values for each proportion 

of the data used and selecting the one with the highest accuracy 

value. The distribution of the proportion of data to be used in 

this study is as follows: 

• 60% training data and 40% testing data. 

• 70% training data and 30% testing data. 

• 80% training data and 20% testing data. 

• 90% training data and 10% testing data 

In this study, data optimization was carried out by obtaining 

an optimal model with one hidden layer of neural network 

architecture, as shown in Figure 6. This optimal model used 

fifty inputs and 35 neurons in the hidden layer.  

III. RESULT AND DISCUSSION 

The extracted data from the RGB to grayscale results was 

used in the process of optimizing the phoneme classification 

data, which was then divided into training data and testing data. 

The data to be processed was the data from the extraction 

results. The 1,280 pieces of data that had been extracted 

produced a 7100 x 1280 dataset that would be processed using 

neural network backpropagation. Backpropagation of neural 

networks was used as a tool for data classification to increase 

data accuracy. This study used three stages to optimize the 

performance of the classification process: comparing the 

proportion of datasets, estimating the number of hidden layers, 

and reducing dataset dimensions using the principal component 

analysis method to reduce data dimensions while retaining as 

much information as possible from the original dataset [24]. 

The first stage was to obtain accuracy from the phoneme 

dataset by conducting trial and error on different proportions of 

training data and testing data, so that the resulting proportion 

of data was100%. The data proportions used in this study 

consisted of four proportions, namely the proportions of 6:4, 

7:3, 8:2, and 9:1. Table I shows the accuracy results obtained 

from each comparison of training and testing data. The results 

of the accuracy of the proportion of data with a ratio of 6:4 were 

81.42%; the results of the accuracy of the proportion of data 

with a ratio of 7:3 were 77.17%; the results of the accuracy of 

the proportion of data with a comparison of 8:2 were 83.77%; 

and the results of the accuracy of the proportion of data with a 

comparison of 9:1 were 65.60%. The first stage was to get 

optimal results on the number of data proportions (8:2). The 

proportion of data (8:2) was considered optimal at the level of 

dataset accuracy. However, in this first stage, a safe level of 

accuracy had not been obtained because it was still below 85%. 

A classification is acceptable if it is more than or equal to 85%. 

The second stage was to look for optimization of dataset 

accuracy, namely using a method for estimating the number of 

hidden layers in the classification process using neural network 

backpropagation. Table II shows a comparison between the 

accuracy results obtained in previous studies and the accuracy 

results before and after using the PCA function. This stage was 

conducted by comparing previous studies, different data 

proportions, and the PCA function to determine the number of 

hidden layers. Based on the previous research’s results, 

 

Figure 7. Optimization graph using PCA. 

 

Figure 8. Chart of Data accuracy comparison. 

 

Figure 9. Chart of PCA data composition accuracy. 

TABLE III 

ACCURACY COMPARISON RESULTS 

Data 

Proportion 

Hidden 

Layer 

Important PCA 

Data 

Accuracy 

(%) 

6 : 4 80 50 85.91 

7 : 3 40 30 86.01 

8 : 2 35 50 87.16 

9 : 1 60 50 86.01 
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dividing the data in the backpropagation method into training 

and testing data can increase the epoch value and time, but it 

cannot constantly improve the accuracy results [21].  

According to Tabel II, the highest data optimization is in 

the process of using the PCA function. In the PCA process, the 

phoneme image extraction data was simplified by eliminating 

unimportant data features, so that the length of the resulting 

matrix was less than the initial matrix of data extraction. The 

dataset optimization process using hidden layer weighting 

produced a better accuracy value when compared to testing 

without hidden layer weighting. The training dataset influences 

the optimal number of hidden layers.  

Following the processing to determine the effect of the 

hidden layer on accuracy, a trial-and-error test was carried out 

on the number of hidden layers used to obtaine the expected 

accuracy value. Figure 7 exhibits the accuracy results after 

using the PCA function with 35 hidden layers and 200 epochs 

of data.  

According to previous research’s results, increasing the 

results of the accuracy value by dividing the dataset into 

training data and testing data and changing the hidden layer 

used remained producing a relatively low accuracy value of 

52.94%. Training data weighting produced a higher accuracy 

value of 83.77%, in the proportion of training data to testing 

data of 8:2 using hidden layer 15 [21]. Then, the highest results 

were optimized using the PCA function to produce an accuracy 

value of 85.62% with hidden layer 25, 87.16% with hidden 

layer 35, 84.42% with hidden layer 40, and 82.33% with hidden 

layer 50. Therefore, the highest data optimization process can 

be seen in Figure 8, which shows an increase in accuracy from 

the results of data weighting to the process using the PCA 

function.  

After obtaining the results of the increased accuracy value 

using the PCA function at a ratio of 8:2 for the data proportions, 

the data was tested again on the proportions of the 6:4, 7:3, and 

9:1 datasets. The testing was done by reducing the amount of 

data by performing trial and error on important data and the 

number of hidden layers used to obtain the expected accuracy 

value, as shown in Table III. The highest accuracy value is still 

obtained in the proportion of 8:2 data with hidden layer 35, as 

shown in Table III, and the number of important data matrices 

resulting from PCA reduction is 50 x 1280. The important PCA 

data used in Table III is the total size of the reduced data matrix, 

where in the PCA configuration used in this study, there was 

repetition of classification based on the number of different 

proportions of the feature extraction matrix to obtain the most 

optimal accuracy value. In the proportion of data 6:4 with 

reduced data of 50 and hidden layers of 80, the accuracy was 

85.91%; in the proportion of data 7:3 with reduced data of 30 

and hidden layers of 40, the accuracy was 86.01%; and in the 

proportion of data 9:1 with reduced data of 50 and hidden layers 

of 60, the accuracy was 86.91%. Based on the tests that has 

been carried out on all divisions of the existing data 

proportions, it can be seen that the optimal accuracy value is 

obtained when the data is reduced using the PCA function and 

the number of hidden layers used has a ratio that is not too 

significant.  

Figure 9 shows a graph of the accuracy results using PCA 

from several data proportions. The highest percentage of 

accuracy was obtained at 87.16% in the proportion of data 

(8:2). 

IV. CONCLUSION 

Based on the results of the discussion and testing that have 

been done, it can be concluded that phoneme classification 

using the PCA feature can improve the accuracy of the test 

results. The accuracy results obtained using PCA were 87.16%. 

The results of the neural network backpropagation test were 

83.77%; meanwhile, the results of previous studies were 

52.94%. These findings show that the use of the PCA feature 

can function as dataset optimization. 
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