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Utilization of Whittaker-Henderson Smoothing Method 

for Improving Neural Network Forecasting Accuracy 
Hans Pratyaksa1, Adhistya Erna Permanasari2*, Silmi Fauziati3 

Abstract— Health institutions need to ensure the availability of

drug stocks for patients. There are challenges related to the 

uncertainty of the amount of drug use for the next period. 

Uncertainty can be reduced by analysing historical drug data to 

predict future demand. Time series can contain spikes or 

fluctuation pattern which spikes can disguise the main 

information. Hence, it can affect the accuracy of the prediction 

model. One widely used forecasting method in the time series data 

is the artificial neural network (ANN) method. The ANN method 

requires the pre-processing stage of the data before the training 

process. The pre-processing stage is essential to obtain 

information or knowledge. This study focused on applying 

smoothing methods at the pre-processing stage of the ANN 

method. The application of the smoothing method was expected to 

improve the quality of ANN learning data that would lead to better 

predictive accuracy. This research focuses on implementing the 

smoothing method in data pre-processing step for ANN method. 

Smoothing methods used in this research were exponential 

smoothing (ES) and Whittaker-Henderson (WH) smoothing 

applied to two time series datasets. The refining method used in 

this study was the WH method, which was tested on two time series 

datasets of medicine. The results show that the mean square error 

(MSE) obtained by applying the WH method was lower than the 

non-smoothing ANN for both datasets. Evaluation results revealed 

that implementing WH smoothing method in data pre-processing 

step for ANN (WH+ANN) provided MSE significantly lower than 

ANN results with a confidence level of 94% for dataset 1 and 85% 

for the dataset 2. 

Keywords—Forecasting, Pre-processing, Smoothing Method,

Whittaker-Henderson, Artificial Neural Network. 

I. INTRODUCTION

Medication is an essential requirement for patients as it is 

one of the primary means used by health experts to treat 

diseases. Consequently, the hospital or pharmacy must always 

ensure the availability of medication prescribed to patients in 

need. Drug availability is one of the challenges for health 

institutions to provide quality care; therefore, health institutions 

need proper control of drug availability to avoid adverse effects 

[1], [2]. 

An ability to predict future needs is essential in anticipating 

the need for resource availability. Accurate forecasting enables 

the decision-makers to anticipate service needs and make 

decisions regarding the purchase management of resources and 

supplies over time [1], [3]-[6]. Forecasting can be carried out 

by intuition or by analyzing time series data. For forecasting 

based on time series data analysis, the estimator uses time series 

data patterns that represent the number of requests for time 

series. 

In data mining, many studies related to forecast have been 

conducted. The Improvement in various method or a 

combination of several methods have been presented to 

generate accurate predictions. One method for predicting time 

series data is the neural network (NN) method. Studies related 

to the improvement of artificial neural network (ANN) 

predictive accuracy present various methods, including a 

combination of optimization methods, such as particle swarm 

optimization (PSO) or genetic algorithm (GA), with the ANN 

method [7], [8]; or a combination of two forecasting methods, 

for example the combination of the autoregressive integrated 

moving average (ARIMA) method and the ANN [9]. 
Apart from the previously mentioned approaches, recent 

studies show that the improvement of ANN methods predictive 
accuracy can be made by focusing on the pre-processing stage. 
In the time series data, fluctuating patterns often occur, which 
can disguise the information value or the main phenomena so 
that it can degrade the data quality. Therefore, the pre-
processing stage is essential to extract important information 
that influences the performance of forecasting accuracy [10]. 
One of the pre-processing stages for time series data is data 
smoothing. The use of smoothing techniques in time series data 
is expected to extract the primary trend or pattern in the data 
[11]. Smoothing can also be used to eliminate noise signals [12] 
or fluctuating data [11], but it does not eliminate essential 
information on the data [13]. 

As the ANN predictive accuracy improvement techniques 

develop, the smoothing methods also improve. Reference [14] 

has mentioned that one of the reliable smoothing methods in 

time series data smoothing is the Whittaker-Henderson (WH) 

smoothing method since it considers the fidelity and 

smoothness of data smoothing [14], [15]. In addition, [14] has 

explained and developed an algorithm from the WH method 

based on generalized cross-validation (GCV). In the study, the 

proposed WH smoothing method [14] was applied to the pre-

processing stage of the ANN method to predict the amount of 

medicine used by patients. 

It is crucial to conduct research related to the use of the WH 

smoothing method to determine whether it can improve data 

quality to better the forecasting accuracy of the ANN method. 

In this study, two data smoothing methods to predict the 

amount of medicine usage namely the data transformation 

method WH smoothing method [14] and the exponential 

smoothing (ES) method [16] were utilized. Both forecasting 

accuracy results were compared and evaluated. 
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The rest of the paper is structured as follows. Section 2 
introduces related works. Section 3 describes data used in this 
paper. Section 4 shows methods. Section 5 presents 
experimental scenarios, while Section 6 reports experimental 
results. Finally, Section 7 concludes the overall results of the 
study. 

II. NEURAL NETWORK FORECASTING

Forecasting is an activity to predict a future event based on 

knowledge collected from events that have occurred. 

Forecasting can be done on time series data. Time series data is 

a collection of data measured successively at different time 

intervals [17]. Time series data can be used for various 

purposes, one of which is to predict future events and to 

understand an upcoming phenomenon [18]. Prediction of time 

series data has been used and studied in various fields. There 

are already various methods for predicting future events in time 

series data, from linear and nonlinear models. 

The development of studies related to time series forecasting 

suggests that non-linear forecasting models can be conducted. 

One non-linear model for time series forecasting is using neural 

network methods [19], [20]. Machine learning is considered to 

produce better predictive results. There are many approaches to 

improve the forecasting accuracy of neural network methods. 

Neural network modeling is modeling with a black box 

system that is entirely dependent on input and output data. For 

this reason, the quality and distribution of sample sets are 

essential for generalizing the network [16]. Accordingly, the 

pre-processing stage plays a critical role in neural network 

modeling. The pre-processing stage is a crucial step to extract 

the important information so that it will affect the performance 

of forecasting accuracy [10]. One of the pre-processing stages 

for time series data is data smoothing. The use of smoothing 

techniques in time series data is expected to extract the main 

trends or patterns in the data [11]. The smoothing can also be 

used to eliminate unwanted noise signals [12] or inappropriate 

data [11], but it does not eliminate important information on the 

data [13]. Therefore, the pre-processing stage by applying the 

smoothing method can improve the quality of time series data. 

 A study related to the effect of pre-processing on predictive 

accuracy has been conducted [21]. In this study, the effect of 

time series data smoothing in the pre-processing stage on 

multilayer perception neural network (MLP NN) was studied. 

The smoothing methods compared were seasonal adjustment 

series (SAS), seasonal trend cycle (STC), ES (simple, linear, 

Holt, and Winter), and Box-Jenkins (moving average, 

autoregression, and ARIMA) methods. The results show that 

smoothing in the pre-processing stage can improve the 

forecasting accuracy of NN and the use of smoothing methods 

is useful to eliminate the noise that occurs. 

Reference [21] has proven that one of the time series pre-

processing data stages, namely the data smoothing stage 

applied before the ANN input, could improve the predictive 

accuracy. Moreover, a related study on improving the accuracy 

of data forecasting of time series has been carried out [22]. The 

study focused on data pre-processing to extract redundant 

information from signals and transforms the data in the pre-

processing stage using discrete cosine transform (DCT) to 

improve the forecasting accuracy of the feedforward neural 

network (FFNN). 

In [16], the ES method was applied to transform time series 

data used as inputs of the neural network. The results indicate 

an increase in the forecasting accuracy of gold prices. The study 

shows that the ES method can be used to improve the data 

quality that the ANN will use. 

Reference [10] has compared several smoothing methods at 

the pre-processing stage. The compared methods were simple 

moving average (SMA), centered moving average (centered 

MA), double moving average (double MA), weighted moving 

average (weight MA) and modified weighted moving average 

algorithm (modified WMA). The predicted results show that 

centered MA smoothing can improve predictive accuracy 

performance. The previous study used the ES method to 

transform data before being used as input of the neural network 

[16]. The ES method was used to improve the quality of series 

data which would be used as training data for ANN. The ANN 

model was used to predict gold prices. 

III. DATA 

The data used in this study were the amount of medicine used 

in Hospital “X”. The two time series data showed the use of 

two drug types, Cephalexin (in milliliter) and Enxyplex (in 

grams). Time series data used was in the form of weekly data 

in 2015. Time series data for data 1 and data 2 can be seen in 

Fig. 1 and Fig. 2, respectively. The x-axis shows the week, and 

the y-axis indicates the number of medicines used. 

Fig. 1 Time series 1. 

Fig. 2 Time series 2. 
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IV. METHOD

The stages conducted in this study were reported as follows. 

A. Lag Detection

In this stage, the time lag was detected for time series data

using the autocorrelation function (ACF) and partial 

autocorrelation function (PACF). The dependencies between 

the actual data and the historical value represent the basic 

principle of the time series forecasting. The similarity of data 

for each value in a series of data adjacent to each other was 

observed to determine the dependencies. A statistical test to 

determine the dependencies between two entities is expressed 

as a correlation analysis to form a coefficient [12]. ACF can be 

used to analyze correlation in time series data. It detects a 

significant dependency on time series data [12]. 

In time series, the value of the first data is highly dependent 

on the value of the second data, the value of the second data is 

highly dependent on the value of the third data, and so on. It 

may result in the absence of significant dependency on the 

series. PACF can be used to solve the problem [12]. ACF and 

PACF analyses were used to determine the relevant input and 

the amount of lag utilized as inputs for ANN. 

B. Time Series Data Transformation

In this stage, the time series data were normalized before

being used as inputs of the ANN. Normalization is the step of 

adjusting data to a small range. In this study, the actual value 

was changed to the range of 0.1-0.9 using (1). 

𝑋′ =
0.8(𝑥−𝑎)

𝑏−𝑎
+ 0.1 (1) 

where x is the value to be transformed, 𝑎 is the smallest value 

of the time series data, and b is the largest value of the time 

series data. 

C. Artificial Neural Network Structured Selection

The multilayer perceptron (MLP) network is one of popular

neural network architectures. It can have one or more hidden 

layers between the input and output layers. The input node is a 

time lag, while the output node is the predicted value. The ANN 

model used in this study was the FFNN. 

D. Whittaker-Henderson Smoothing Method

The WH method is one of the commonly used smoothing

methods [23]. For n as the measurement sequence {y1, y2, …, 

yn}, a positive real value for λ, and a positive integer value p < 

n, then find the value {x1, x2, …, xn} which minimizes (2). 

𝜆 ∑ (𝑦𝑗 − 𝑥𝑗)2 + ∑ (Δ𝑝𝑥𝑗)2𝑛−𝑝
𝑗=1

𝑛
𝑗=1 (2) 

with the variable ∆ is the forward difference operator. 

For n as the measurement sequence {y1, y2, …, yn}, λ is the 

positive real value, and p < n is the positive integer value. Then, 

the values of {x1, x2, …, xn} that minimized the following 

equation ware calculated. 

Δ𝑥𝑗 =  𝑥𝑗+1– 𝑥𝑗. (3) 

Δ2𝑥𝑗 = Δ(Δ𝑥𝑗)  =  𝑥𝑗+2–  2𝑥𝑗+1 + 𝑥𝑗 (4) 

with ∆ is the forward difference operator. 

In (3), the first sum was used to calculate the data fidelity, 

while the second sum (4) was used to calculate smoothness. In 

many cases, the p-value used is p = 2. The λ parameter controls 

the tradeoff between fidelity and smoothness [14]. When λ→ 0, 

then the estimated smoothness value is converged to p-1 of 

polynomial degree. Meanwhile, the estimated value is 

converged to the real data when λ →  ∞. The approach to select 

smoothness parameter λ is by trial and error or the GCV [15]. 

The selected λ was used to minimize the GCV score [14], [15], 

[23], [24]. 

𝐺𝐶𝑉 =
1

𝑛
∑ (

𝑦𝑗−�̄�𝑗

1−𝑛−1𝑡𝑟𝑎𝑐𝑒(𝜆𝐴−1)
)𝑛

𝑗=1

2

(5) 

with y is the real data, x̅ is the data resulted from the smoothing 

process, and trace of (λA-1) is also called the “hat” matrix. 

V. EXPERIMENTAL RESULTS

A. Lag Detection

1) Dataset 1: Time series data needs to be stationary for

looking at significant lags. The stationarity means the series 

stationary to mean and variance. The number of significant lags 

(a) 

(b) 

Fig. 3 Graph of stationary data, (a) ACF plot of stationary data, (b) PACF plot 

of stationary data.  

EN-18



Jurnal Nasional Teknik Elektro dan Teknologi Informasi | Vol. 11, No. 1, February 2022

Hans Pratyaksa: Utilization of Whittaker-Henderson Smoothing … p-ISSN 2301 – 4156 | e-ISSN 2460 –5719

of ACF and PACF will be used as the number of ANN input 

node. Fig. 3 shows lag detection results of dataset 1. ACF plot 

in Fig. 3(a) shows lag 1 is a significant lag and, in the PACF 

plot, Fig. 3(b) shows lag 1, lag 2, lag 3, and lag 12 are 

significant lags. Reference [25] suggests that a significant lag 

selection at the beginning of the ACF or PACF would be better; 

therefore, lag 1, lag 2, and lag 3 were selected to be the input of 

ANN. The ANN architecture was adjusted by Rule 1 and Rule 

2. In Rule 1, the number of neurons in the hidden layer was

equal to the input, whereas, in Rule 2, the number of neurons in

the hidden layer was half the number of input neurons. The

equations for Rule 1 and Rule 2 are shown in (6) and (7). Two

ANN architectures provided were shown in Fig. 4 that shows 

the ANN architecture used for dataset 1 with the number of 

inputs neuron. Fig. 4(a) shows the number of neurons in hidden 

layer = 3 referring to Rule 1, while Fig. 4(b) shows the number 

of neurons in hidden layer = 2, referring to Rule 2.  

2) Dataset 2: Fig. 5 shows lag detection results of dataset 2.

Fig. 5(a) shows ACF plot stationary data which significant lags 

are lag 1 and lag 5. Meanwhile, Fig. 5(b), which is the PACF 

plot of stationary data, shows the significant lags are lag 1, lag 

2, lag 4, and lag 5; then, the number of FFNN inputs are four 

input nodes. 

The ANN architecture was adjusted by Rule 1 and Rule 2. In 

Rule 1, the number of neurons in the hidden layer was equal to 

the input, whereas in Rule 2, the number of neurons in the 

hidden layer was half the number of input neurons. The 

equations for Rule 1 and Rule 2 are shown in (2) and (3). They 

would provide two models of ANN architecture for dataset 2 

with the number of inputs neuron = 4, shown in Fig. 6. Fig. 6(a) 

shows the number of neurons in hidden layer = 4 that refers to 

Rule 1, while Fig. 6(b) shows the number of neurons in hidden 

layer = 2 that refers to Rule 2. 

B. Time Series Data Transformation

1) Dataset 1: Before the transformation or smoothing stage

was implemented, the time series data must be normalized first. 

In this stage, simple ES (Fig. 7) and WH smoothing (Fig. 8) 

(a) (b) 

Fig. 4 ANN architecture for dataset 1, (a) the number of neurons in hidden 

layer = 3, (b) the number of neurons in hidden layer = 2. 

(a) 

(b) 

Fig. 5 Lag detection results of dataset 2, (a) ACF plot stationary data and (b) 

PACF plot of stationary data. 

(a) (b) 

Fig. 6 ANN architecture used for dataset 2, (a) the number of neurons in hidden 

layer = 4, (b) the number of neurons in hidden layer = 2. 

Fig. 7 Dataset 1 smoothing using simple ES. 
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were implemented to time series data then they would provide 

new time series dataset. 

2) Dataset 2: Fig. 9 and Fig. 10 illustrate results of simple

ES and WH smoothing into time series dataset 2. 

C. Model Comparison

Determination of the number of ANN inputs used the ACF-

PACF analysis. Tests were carried out on data with and without 

WH smoothing. The MSE results were then compared to find 

out the differences in the forecasting performance. 

In this paper, there are two phases in the implementation of 

ANN. Phase 1 was conducted to find the best ANN structure by 

testing different learning rates (LR). After obtaining the best 

ANN structure, the best ANN structure was used for phase 2. 

In phase 2, it was tested against data that has been transformed 

using the ES method and WH. The learning algorithm used in 

this research was gradient descent with momentum (GDM). 

The learning parameters for the ANN-GDM algorithm are 

listed in Table I. The best smoothing parameters values for 

dataset 1 and dataset 2 are presented in Table II and Table III. 

The testing used one hidden layer and two conditions of the 

hidden neuron. 

Rule 1: 

Nh = Nin (6) 

Rule 2: 

Nh = Nin/2 (7) 

with Nh = the number of hidden neurons; Nin = the number of 

ANN inputs. 

Rule 1 was proposed by [26], where the effect of the number 

of hidden neurons on the performance of forecasting was 

investigated. In [27], several studies show that using neurons 

with a number equal to the number of input neurons generates 

good forecasting. Meanwhile, Rule 2 was proposed by [28], in 

which the number of hidden layer neurons was half the number 

of neurons in the network input. The activation function used 

in neurons in the hidden layer was hyperbolic tangent. The 

activation function used for output neurons was a linear 

activation function. 

In this study, data sharing was divided into 70% for training, 

15% for validation, and 15% for testing. The accuracy was 

measured by data testing. The forecasting error was measured 

using the MSE with the equation as follows. 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑡

𝑛
𝑡=1 − 𝑦′𝑡)2 (8) 

with yt is the actual value at time t and y’t is the predicted value 

at time t. Tests were carried out 100 times with random initial 

weight in a small range of -1 to 1. An early stopping mechanism 

was used to prevent overfitting. The implementation of the 

ANN method used the Matlab software. 

Fig. 8 WH smoothing for dataset 1 with σ = 0.2; 0.4; 0.6; 0.8. 

Fig. 9 Dataset 2 smoothing using simple ES with σ = 0.2; 0.4; 0.6; 0.8. 

Fig. 10 Dataset 2 smoothing using WH smoothing with σ = 0.2; 0.4; 0.6; 0.8. 

TABLE I 

ANN PARAMETER USED IN THIS RESEARCH 

Parameter Value 

Epoch Maximum 1000 

Targeted MSE 0 

Maximum Validation Failure 6 

Constant Momentum 0.7 

Constant Learning Rate 0.1; 0.3; 0.5 

TABLE II 

THE BEST SMOOTHING PARAMETERS VALUE FOR EACH RULE OF THE 

WH+ANN (WH+ANN) METHOD FOR THE DATASET 1 

Rule Learning Rate Smoothing Parameter (σ) 

Rule 1 0.3 0.1 

Rule 1 0.5 0.1 

Rule 2 0.5 0.1 

TABLE III 
THE BEST SMOOTHING PARAMETERS VALUE FOR EACH RULE OF THE 

WH+ANN (WH+ANN) METHOD FOR THE DATASET 2 

Rule Learning Rate Smoothing Parameter (σ) 

Rule 1 0.3 0.8 

Rule 1 0.5 0.7 

Rule 2 0.5 0.9 
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After obtaining the best LR for each rule, the corresponding 

architecture was selected as the best architecture for the actual 

data. It was retested data smoothed using the WH (WH+ANN) 

method. The MSE results from the non-smoothed ANN model 

were compared with MSE from WH+ANN to determine 

whether there were differences in the predicted MSE value. 

The test results based on the best LR parameter in the two 

rules for dataset 1 are shown in Table IV, while the results for 

dataset 2 are displayed in Table V. A statistical difference test 

between data groups was used to determine the best parameter 

value from ANN architecture. The MSE statistical test for both 

datasets shows that the best ANN model was obtained with LR 

of 0.3 and 0.5 for Rule 1; and LR of 0.5 in Rule 2. The LR of 

0.3 and 0.5 in Rule 1 were selected because the test results for 

both LR show that the MSE acquisition for LR of 0.3 and 0.5 

was not statistically different with a confidence level of less 

than 95%. Therefore, the two ANN models were used to 

represent the best model of Rule 1 and used for further testing. 

The results of the MSE acquisition from these models were then 

compared with the acquisition of MSE from the ANN with the 

WH method (WH+ANN). 

The difference in the level of confidence in the MSE value 

of the WH+ANN method in the dataset 2 could occur due to the 

differences of spikes pattern between the two datasets. The 

observation of the time series data plots shows that the dataset 

2 containing spikes or fluctuating patterns is fewer than the 

dataset 1, indicating that the smoothing process for the dataset 

2 does not give a significant smoothing effect. Therefore, the 

comparison results of MSE between WH+ANN and ANN for 

dataset 2 did not produce a statistically significant difference in 

a significance level of 0.05. 

The test results for dataset 1 can be seen in Table IV, which 

shows that the MSE acquisition from WH+ANN is smaller than 

the acquisition of MSE from ANN for both Rule 1 and Rule 2. 

Meanwhile, Table V displays the test results in dataset 2. As it 

can be seen in Table V, the MSE acquisition from WH+ANN 

tends to have a smaller value than the MSE acquisition from 

ANN for Rule 1 and Rule 2. The results demonstrate that the 

ANN method that used the WH (WH+ANN) smoothing 

method had a significantly lower MSE than the non-smoothing 

ANN method with a confidence level of 94% for dataset 1 and 

85% for dataset 2. 

The experiment results show that proper selection of 

smoothing parameters value may produce low MSE values. 

However, if the selection of smoothing parameters value is 

incorrect, it may produce a high MSE. Determining an 

appropriate value of smoothing parameters is a challenge 

encountered in the application of smoothing methods in the pre-

processing phase of time series data for improving the accuracy 

of ANN forecasting. The results indicate that the WH 

smoothing parameter can produce the lowest MSE if it has the 

smallest GCV value. However, it is necessary to investigate 

whether low GCV always produces a low MSE forecasting for 

ANN. 

VI. CONCLUSIONS

This study focused on the application of smoothing methods 

at the pre-processing stage of the ANN method. In significant 

lags, time series data needs to be stationary. The stationary 

condition suggests the series are stationary to mean and 

variance. The number of significant lags of ACF and PACF 

would be used as the number of ANN input nodes. 

The comparative predictive analysis was done by comparing 

the ANN method with and without smoothing. The smoothing 

method used in this study was the WH. The results show that 

WH+ANN has a statistically lower MSE than ANN (without 

smoothing), with a confidence level of 94% for dataset 1 and 

85% for dataset 2. It indicates that the data smoothing process 

affects the accuracy of the ANN model forecasting. 
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TABLE IV 

 DESCRIPTIVE STATISTIC OF SELECTED MODEL DATASET 1 

Model 
ANN WH+ANN 

Mean Median Std. Deviation Mean MSE Median MSE Std. Deviation 

Rule 1-LR 0.3 983.73 868.71 355.12 792.86 721.04 277.16 

Rule 1-LR 0.5 949.80 830.05 630.78 768.26 733.31 142.79 

Rule 2-LR 0.5 819.93 786.54 148.88 759.52 727.66 127.02 

TABLE V 

 DESCRIPTIVE STATISTIC OF SELECTED MODEL DATASET 2 

Model 
ANN WH+ANN 

Mean Median Std. Deviation Mean MSE Median MSE Std. Deviation 

Rule 1-LR 0.3 256.79 182.80 375.65 219.41 178.50 245.62 

Rule 1-LR 0.5 300.60 191.50 410.90 276.65 192.20 192.20 

Rule 2-LR 0.5 217.37 188.00 153.48 222.08 185.20 275.95 
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