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Abstract— Image segmentation is one of the most critical steps 

in computer-aided diagnosis that potentially accelerate leukemia 

diagnosis. Leukemia is categorized as blood cancer known as a 

deadly disease. Generally, acute lymphoblastic leukemia (ALL) 

detection can be done manually by counting the leukocytes 

contained in the stained peripheral blood smear image using the 

immunohistochemical (IHC) method. Unfortunately, the manual 

diagnosis process takes 3−24 hours to complete and is most likely 

inaccurate due to operator fatigue. An image segmentation 

method proposed by Vogado can achieve an accuracy of 98.5%. 

However, this method uses a K-means clustering algorithm that is 

not optimal for input images containing mostly noise. In this 

research, fuzzy c-means were applied to solve this problem. The 

dataset used in this study was ALL-IDB2, which consisted of 260 

images, with each image having the size of 257×257 pixels in 

tagged image file (TIF) format. The initial stage of this method was 

to divide the ALL-IDB 2 acute leukemia dataset image into cyan, 

magenta, yellow, key (CMYK) and L*a*b color schemes which 

then subtract the M component subtracted by component *b. The 

subtraction results were then splits using the FCM algorithm, 

resulting in the nucleus and background sections. The output of 

this method was then evaluated and measured using the metrics 

accuracy, specificity, sensitivity, kappa index, dice coefficient, and 

time complexity. The results showed that changing the clustering 

algorithm in the image segmentation method did not provide a 

significant change in results; an increase occurred in the 

specificity and precision metrics with an average of 0.1−0.4%, the 

execution time also increased by an average of 23.10%. The 

decrease in the accuracy metric was down to 95.4238%, and the 

dice coefficient value was 79.3682%. From the explanation above, 

it can be concluded that the application of the FCM algorithm to 

the segmentation method does not provide optimal results. 
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I. INTRODUCTION 

Leukemia is one of the deadly diseases categorized as blood 

cancer [1]. Leukemia occupies the 8th position for the number 

of incidents and ranks 9th for the number of deaths at the world 

level. [2]. Generally, acute lymphoblastic leukemia (ALL) 

detection is conducted manually in the hospital by counting the 

leukocytes found in the stained peripheral blood smear image 

using the immunohistochemical (IHC) method. Unfortunately, 

the manual diagnosis process takes 3−24 hours until the results 

come out [3]. Currently, there is a computer-aided diagnosis 

(CAD) that can diagnose leukemia within 5−15 minutes with 

an accuracy of up to 97% [4], [5]. 

Segmentation is the essential part of the automatic diagnosis 

system for ALL. Reference [1] proposed an automatic 

leukocyte segmentation method that succeeded in getting the 

second-best outcome assessment out of fifteen methods tested 

in a study on four different datasets [6]. This method converted 

color images into cyan, magenta, yellow, key (CMYK) and 

L*a*b color schemes. Then, a contrast adjustment was applied 

to the M component from the CMYK color scheme and *b from 

the L*a*b color scheme, followed by a 7×7 median filter to 

remove the noise in the image. Next, the *b component was 

reduced by the M component to obtain a contrasting leukocyte 

image. This image was used as input to the k-means (KM) 

clustering algorithm, dividing it into three parts: the nucleus, 

cytoplasm, and background. Light colors (near white) were 

classified as the nucleus, while darker colors were categorized 

as cytoplasm and background. Finally, morphological 

operations (dilation and erosion) were applied to reduce noise 

in the previous stage. 

A grouping-based technique is a technique commonly used 

to separate data into several clusters that have similar 

characteristics. KM grouping is a partitioned grouping 

technique in which each cluster is created with the help of the 

centroid. It becomes the most typically used iteration technique 

due to its ease of implementation. Although it is simple and 

frequently used, unfortunately, this technique has some 

drawbacks. For instance, the value of k must be determined in 

advance, otherwise it will potentially lose small groups. In 

addition, KM is not reliable in handling noise [7]. Several 

experiments have been conducted to improve the efficiency of 

the KM algorithm, such as a modified version of KM called 

moving k-means (MKM) which aims to maintain the 

uniformity of each cluster’s endurance value so that clusters 

with low endurance values will not be grouped with high 

endurance value clusters [8]. Then, the enhanced moving k-

means (EMKM) algorithm is proposed to improve KM 

performance, especially to avoid the central point trapped in the 

optimum local location [9]. Although it has been immensely 

improved, the EMKM algorithm is still based on the KM 

algorithm, which is less reliable in dealing with noise. A fuzzy 

logic-based clustering algorithm is proposed under fuzzy c-

means (FCM) [10]. In FCM, each point has a degree of 

membership for all clusters. Each cluster is essential for each 

point, judged by its membership degree. In [9], the FCM 

clustering algorithm was superior to KM in the mean square 

error (MSE) measurement metric on five different test images. 

FCM obtained an MSE score of 314,432 in which better than 

KM with 320,731. 
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Until this paper was written, several studies have been 

conducted on image segmentation using clustering or 

morphological methods. KM grouping was applied to the 

L*a*b color scheme image to separate leukocytes and classify 

the image into four types of leukemia [11]. Preprocessing was 

done to convert the red, green, blue (RGB) image to the L*a*b 

color scheme. Subsequently, the KM clustering algorithm was 

applied to segment the image into three groups, namely the 

nucleus, background, and several other elements, such as 

cytoplasm and red blood cells. The group with the most blue 

color was determined as the nucleus. 

Reference [1] converted color images to CMYK and L*a*b 

color schemes. After that, a contrast adjustment was applied to 

the M components of the CMYK color scheme and *b from the 

L*a*b color scheme. A 7×7 median filter was also applied to 

eliminate noise. Next, the *b component was reduced by the M 

component. This process aimed to obtain a contrasting 

leukocyte image. This image was used as input to the KM 

algorithm, dividing the image into three parts, namely the 

nucleus, cytoplasm, and background. A light color (close to 

white) was classified as a nucleus. Finally, morphological 

operations (dilation and erosion) were applied to reduce noise 

in the previous stage. 

Another study applied a median filter followed by masking 

to reduce the sharpness of the image. Then, the image color 

scheme was changed from RGB to L*a*b [12]. Next, the 

segmentation step was conducted in two stages. The first 

segmentation was attained by an improved version of the fuzzy-

clustering technique, namely the Gustafson-Kessel grouping, 

then classifying the closest neighbors in the L*a*b* space. 

In [13], the Otsu thresholding segmentation method 

generated a binary image to separate red blood cells and malaria 

parasites. The method succeeded in achieving 94.60% accuracy 

in classification. Although the result was reasonably good, 

some segmentation errors occurred. These errors were caused 

by the loss of vital information during the conversion process 

into a grayscale image. 

II. METHODOLOGY 

A. Study Area and Data 

The dataset used in this paper was ALL-IDB2 secondary 

data, which was a categorized ALL-IDB dataset. Fig. 1 shows 

the image of the ALL-IDB dataset.  The image was taken using 

a PowerShot G5 camera with 2,592×1,944 resolution in JPG 

format. Several data that were labeled by experts amounted to 

260 images which size was 257×257 pixels each in TIF format. 

This data, published by the Faculty of Information Technology 

Università Degli Studi in Milano, taken from the S. Gerardo 

Hospital, Monza, Italy, was then classified by Prof. Andrea 

Biondi and Dr. Oscar Maglia of The Tettamanti Research 

Center. 

B. Image Preprocess 

The proposed method contains a flow chart that are divided 

into three main stages, as shown in Fig. 2. First, the program 

converts color images into CMYK and L*a*b color schemes. 

Then, a contrast adjustment is applied to the M component from 

the CMYK color scheme and *b from the L*a*b color scheme, 

followed by using a 7×7 median filter to remove noise from the 

input image. Furthermore, the *b component is reduced by the 

M component to obtain a contrasting leukocyte image. This 

image is used as an input to the FCM algorithm. 

C. Clustering  

Simply put, the FCM algorithm was began by determining 

the number of clusters to use, then randomly assigned each 

pixel data into several clusters. Subsequently, the centroid point 

was determined again using (1) until certain conditions were 

met. The clustering algorithm’s output was data divided into 

three parts, namely the nucleus, cytoplasm, and background. 

The image resulting from the clustering algorithm would 

generate a binary image with a value range of 0 to 255. The 

light color was represented by a value of 255, and the dark color 

was represented by 0. The cluster with the highest color range 

or the lightest color was classified as a nucleus. The nucleus 

part would be stored in a new variable and continued in the 

post-processing stage. 

D. Post Image Processing 

At this stage, morphological operations were caried out to 

reduce noise in the previous stage. This operation included 

dilation, with a masking value of 7 pixels in a disc form, and 

erosion, with a masking value of 3 pixels in a ball form. 

E. Data Analysis Technique 

The data analysis technique used was an overlap validation 

measurement. It compares two image segmentation results by 

measuring the relationship and similarity between the two. 

When one image is reviewed for its performance, the other is 

the expected result, or it could be called ground truth (GT). This 

evaluation applied quantitative analysis to measure the 

performance of an algorithm without affected by human error 

factors, considering that the analysis was conducted 

automatically by comparing the GT of each pixel. The metrics 

used in this paper were accuracy (A), specificity (S), precision 

(P), recall (R), dice-coefficient (DC), and kappa index (K).  

Measurement was initiated by comparing each pixel in the 

segmented image, as shown in Fig. 3(a), with the GT image is 

   

Fig. 1 ALL-IDB dataset image. 
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shown in Fig. 3(b). When the pixel value of the image 

segmentation was the same as GT, the pixel was categorized as 

a true positive (TP) or the correct result. On the other hand, if 

each segmented pixel was not equal to GT, then the pixel was 

categorized as false positive (FP) or false negative (FN), as 

shown in Fig. 4 [14].  

 A defines the number of positive and negative pixels that are 

successfully grouped divided by all values being studied. Then, 

the value is formulated in (1). 

 𝐴 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
. (1) 

S represents the percentage of pixels successfully determined 

as negative divided by the number of positive samples. The 

process can be expressed by (2). Looking at the leukemia 

diagnosis scale, the value of S indicates that this segmentation 

method will be sensitive to data that is not affected by leukemia. 

 𝑆 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
. (2) 

P and R measurements represent the similarity in the number 

of pixels that are segmented automatically and the GT reference 

image. P reflects the proportion between TP results and their 

relationship to all positive predictions, as shown in (3). In 

contrast, the R is the division of TP by the summation of FN 

and TP, as in (4).  

 𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

 𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
. (4) 

The DC is used to verify whether the leukocytes are 

segmented correctly. For each segmented leukocyte, DC is 

calculated using (5). 

 𝐷𝐶 =
2×𝑇𝑃

2×(𝑇𝑃+𝐹𝑃+𝐹𝑁)
. (5) 

Another metric used was the kappa index (K), which reflects 

the value in the confusion matrix. 

 𝐾 =
𝜃1−𝜃2

1−𝜃2
 (6) 

with θ1 is expressed in (7) and θ2 in (8). 

 𝜃1 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (7) 

 𝜃2 =
((𝑇𝑃+𝐹𝑁)∗(𝑇𝑃+𝐹𝑃))+((𝑇𝑁+𝐹𝑁)∗(𝑇𝑁+𝐹𝑃))

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)2
. (8) 

 

Fig. 2 Flowchart of the proposed method. 

 

 

  (a) (b) 

Fig. 3 Comparison of ground truth and segmented images, (a) segmented 

images, (b) ground truth. 

 

 Fig. 4 Section diagram of TP, TN, FP, and FN.  

 

EN-43



 Jurnal Nasional Teknik Elektro dan Teknologi Informasi | Vol. 11, No. 1, February 2022 

p-ISSN 2301 – 4156 | e-ISSN 2460 –5719 Khakim A.N. Hudaya: Performance of Fuzzy C-Means ... 

The value scales of the A, S, P, R, DC, and K measurement 

metrics were standardized to a percent, or between 0 and 100. 

Finally, the time complexity (T) metric adopted the commonly 

used time unit, the second.  

F. Testing 

Python programming language version 3.6.9 was used to 

write the image segmentation algorithm into a computer 

program. The Google Colab software was used to write 

programs (coding) accessed through the Google Chrome web 

browser version 76 installed on the Microsoft Windows 7 64 

bit operating system. This image segmentation program 

required several additional libraries, such as Open CV version 

4.1.0, Numpy version 1.16.3, Sklearn version 0.16.0, and 

Fuzzy-c-means version 1.2.4. The program was run on Google 

Colab, a virtual machine with standard specifications of two 

vCPUs with a speed of 2.2 GHz each and RAM with a capacity 

of 13 GB. The execution results were then compared with the 

source segmentation method [1], written in C language and 

used in MATLAB. The research was conducted through image 

analysis from the program output and the original diagnosis by 

an expert determined in GT in the ALL-IDB2 dataset. As in 

Fig. 5, GT was created using the Computer Vision Annotation 

Tool (CVAT) program. 

III. RESULTS AND DISCUSSION 

After the program was run on 260 images, one sample image 

was taken to be analyzed in more detail. Fig. 6(a) is the original 

dataset image processed by both methods. Next, Fig. 6(b) 

displays the M component image of the original image 

converted to the CMYK color scheme. Fig. 6(c) is a component 

*b of the original image converted into the CIELAB color 

scheme; Fig. 6(d) is the image after applying the contrast 

adjustment and median filter to the M component. Fig. 6(e) is 

the image after applying the contrast adjustment and median 

filter to component *b. Fig. 6(f) shows the result of subtraction 

between components *b and M. After that, Fig. 6(g) is the 

image after undergoing FCM algorithm processing while Fig. 

6(h) is the final result of the proposed segmentation method.  

The value of the method execution results in [1] and the 

results of the composition method are presented in Table I. The 

evaluation result values of the leukocyte image were obtained 

by recording the execution results of each image, followed by 

calculating the average of all the leukocyte images tested. 

In the S and P measurement metrics, the proposed 

composition method was superior to the original method with 

values of 98.79% and 94.41%, respectively. The increase in the 

value of S indicates that the composition method has better 

results in segmenting only the background (TN) part. 

Meanwhile, the increase in the P value reflects the proportional 

relationship between the actual detected pixel value (TP) and 

another positive pixel value (TP + FP). The analysis also 

showed a decrease in several other metrics, namely A, R, DC, 

and K. Technically, a decrease in accuracy means a decrease in 

the number of overlapping pixels matches between the auto 

segmentation results and GT, or conversely, more parts on the 

automatic segmentation results are not as expected.   

Several factors led to the decrease in value, namely, the FCM 

clustering algorithm lied in the part between preprocessing and 

morphological operations. It indicates that the input grouping 

 

Fig. 5 The process of making ground truth using CVAT. 
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data had undergone simplification in reduction, color 

separation, and median filter so that the noise tends to have 

been eliminated, as shown in Fig. 6(f). It is related to the finding 

that FCM is more reliable in dealing with noise [15]. In the 

method in [1], the image has already been processed and 

reduced to only one-color channel (grayscale). Thus, 

determining the centroid point using fuzzy calculations was not 

very effective and tended to prolong the execution time of an 

algorithm.  

 The results also showed that the operating time of the 

method increased by an average of 23.10% or between 0.5−0.8 

seconds. It was because FCM is an algorithm based on cryptic 

iteration calculations, so not only can each object have one 

cluster, but it can also have many clusters with varying degrees 

of membership. Based on (9), the FCM algorithm requires an 

additional step to calculate the weight of each element (w) 

anytime an iteration is performed. That is why FCM requires a 

longer processing time than KM. 

𝐽 = ∑ ∑ 𝑤
𝑚
𝑖𝑗

𝑐
𝑗=1 ‖𝑥𝑖 − 𝑐𝑗‖

2𝑛
𝑖=1 .  (9) 

For example, in KM, each object only has cluster ownership 

between 1 or 0. However, in FCM, it can be between 1 and 0. 

This multiple cluster ownership certainly affects the number of 

iterations, allowing increase in the computation time. The more 

iterations, the longer it will take. This finding is in line with 

previous studies [15]. 

Although there was a decrease, the change in value was not 

too significant. The average change only ranged from 0.01% to 

0.61%, and the time changed only 0.5−0.8 seconds. However, 

the change in time was significant enough to affect the 

relatively high image resolution of the tested data. 

IV. CONCLUSION

In this paper, an attempt has been made to analyze the impact 

of performance changes on image segmentation of white blood 

leukemia. Changing the KM clustering algorithm to FCM was 

applied to the segmentation method of previous studies. This 

method was tested using 260 images in the ALL-IDB2 dataset. 

The analysis was conducted from six measurement metrics: 

accuracy, specificity, precision, recall, dice-coefficient, and 

kappa index. After the testing, results showed there was an 

increase in specificity and precision metric values as well as a 

decrease in other metrics. Hence, it can be concluded that there 

is a decrease in performance as the input data of the clustering 

method has undergone simplification in the form of reduction 

and median filter (at the preprocessing stage), indicating that 

noise tends to have been eliminated. In addition, the use of the 

FCM algorithm prolonged the program execution time (time 

complexity). Therefore, the application of the FCM algorithm 

to the segmentation method of previous studies did not provide 

optimal results. Further research can be done to analyze the 

effect of converting into KM algorithms that have been refined, 

such as EMKM. Moreover, testing on different data sets can 

also be a theme for further research.   

TABLE I 

ALGORITHM EFFECTIVENESS ON THE ALL-IDB2 DATASET 

Metric Method in [1] Composed Method 

A (%) 95.4238 95.1645 

S (%) 98.6772 98.7880 

P (%) 94.0286 94.4084 

R (%) 83.4178 81.7165 

K (%) 85.3030 84.3539 

DC (%) 79.3682 78.1263 

T (s) 3.5753 4.3287 (a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

Fig. 6 Image comparison, (a) original image, (b) M component from CMYK, 

(c) component *b from CIELAB, (d) application of contrast adjustment 

and median filter to M component, (e) application of contrast 

adjustment and median filter on component *b, (f) the result of 

subtraction between b* - M, (g) the result of FCM clustering, (h) the 

final result of segmentation.   

final result of segmentation.
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