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ABSTRACT — The rapid development of internet technology globally, including in Indonesia, has drastically changed 

communication and interaction patterns between individuals. One impact is seen in the increasing use of text-based social 

media applications, such as Threads, developed by Meta. Within a short time, Threads managed to attract millions of users. 

However, the large number of user reviews on the Google Play Store presents its own challenges, particularly in manual 

sentiment analysis, which is very time-consuming and prone to bias. This research aims to overcome these challenges by 

implementing a variant of bidirectional encoder representations from transformers (BERT), the robustly optimized BERT 

pretraining approach (RoBERTa) model, which has been optimized for natural language processing. The research process 

followed the cross-industry standard process for data mining (CRISP-DM) framework, including several main stages: 

understanding the business context, data exploration and model building preparation, performance evaluation, and model 

deployment. Data were obtained directly from the Google Play Store and then cleaned through deduplication, normalization, 

and tokenization stages. The RoBERTa model demonstrated strong performance, with an accuracy of 88%. Precision was 

recorded at 92% for positive sentiment and 81% for negative sentiment, while recall was at 88% and 87%, respectively. The 

F1 score was also high, at 90% for positive and 84% for negative sentiment. When compared to algorithms like naïve Bayes 

and support vector machine (SVM), RoBERTa proved superior. This research opens opportunities for exploring other 

transformer models or using ensembles to improve performance in the future. 

KEYWORDS — Sentiment Analysis, Threads App, Google Play Store, BERT Method, User Reviews, RoBERTa Model. 

I. INTRODUCTION

The number of internet users continues to rapidly rapid 

grow. According to the latest report from We Are Social, the 

number of global internet users is estimated to reach 5.56 

billion in 2025 [1]. Meanwhile, the world population is 

estimated to reach 8.2 billion in early 2025. In Indonesia, 

internet users have reached 221 million, which is 79.5% of the 

total population. Indonesia is among the countries with the 

highest number of internet users in the world. According to 

information from UNICEF, every half a second, a child around 

the world explores the internet for the first time. In Indonesia, 

the total number of internet users has also reached 221 million, 

which represents 79.5% of the total population. Interestingly, 

9.17% of these users are under the age of 12, which makes the 

younger generation more vulnerable to risks related to 

cyberspace [1]. 

The Threads app, a text-based social media platform 

developed by Meta, allows users to share photos, videos, and 

text messages with close friends. It is similar to Twitter (X) and 

has attracted a great deal of attention from people from various 

backgrounds. According to a statement by Meta CEO Mark 

Zuckerberg, the number of Threads users has exceeded 100 

million in just five days [2]. This app has received various 

reviews from users. Many of the services and campaigns 

carried out have generated criticism and suggestions from users, 

expressed through comments on the Threads application 

review. There are many constructive or destructive comments 

and read and classify each comment is time-consuming and 

ineffective [3]. Data from the Google Play Store shows a 4.5 

out of 5-star rating. Despites its high rating, users have reported 

various issues, such as bugs, crashes, spam, ads, and privacy. 

Hence, user reviews and ratings exhibit inconsistencies. This 

research focuses on analyzing user sentiment regarding the 

Threads app [4]. Despite its limitations, sentiment analysis 

remains a valuable tool for businesses and individuals to gather 

information and make decisions based on public opinion [5]. 

Sentiment analysis is an effective method for understanding 

user perceptions using natural language processing, text 

analysis, computational linguistics, and biometrics approaches 

to systematically identify, extract, measure, and analyze 

emotional states and subjective information [6]. In previous 

research, sentiment analysis on the Threads app using the naïve 

Bayes algorithm demonstrated an accuracy of 73%, with a 

precision value of 70% and a recall of 99%. The naïve Bayes 

method was chosen because of its processing speed and ability 

to handle simple and easy-to-implement data of 1,500 text data, 

but it has limitations in capturing more complex contexts in the 

text [7]. Previous research also used the support vector machine 

(SVM) algorithm as the primary method for classifying review 

sentiment into positive and negative. Sentiment analysis of 

Threads app reviews was conducted using 2,000 review 

samples. After removing duplicate reviews, 1,429 reviews 

remained for further analysis. Of these, 1,103 reviews were 

categorized as positive, while 326 reviews were categorized as 

negative. Evaluation of the sentiment analysis results using the 

SVM algorithm showed that this model successfully achieved 

an overall accuracy level of 88%. For negative sentiment 

classification, the model produced a precision of 80%, a recall 

of 60%, and an F1 score of 69%. On the other hand, in detecting 

positive sentiment, the model showed more optimal 

performance with a precision of 90%, a recall of 96%, and an 

F1 score of 93%. These results indicate that the SVM model is 

more effective in identifying reviews with positive sentiment 

compared to reviews with negative sentiment [8]. 
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As an alternative, the bidirectional encoder representations 

from transformers (BERT) method developed by Google, 

offers a more sophisticated approach to sentiment analysis. 

More sophisticated based models such as BERT and robustly 

optimized BERT pretraining approach (RoBERTa) can better 

capture the relationships between words in a sentence, thus 

potentially significantly improving the accuracy of sentiment 

analysis. In addition, the RoBERTa architecture allows for 

effective fine-tuning, making it suitable for a wide range of 

applications, including text classification and anomaly 

detection in specialized domains [9], [10]. RoBERTa, as an 

advanced version of BERT, has been shown to capture the 

nuances and deeper meaning of user reviews, which often 

contain sarcasm or context that traditional methods like naïve 

Bayes and SVM cannot capture. So far, RoBERTa has 

delivered superior performance, especially in aspect-based 

sentiment analysis (ABSA) tasks, where the model can capture 

significant syntactic information, improving sentiment 

prediction accuracy. Various studies have demonstrated the 

performance of trained RoBERTa well with adaptations of 

previous state-of-the-art models across various datasets or 

languages, demonstrating its flexibility and efficiency on 

complex language understanding tasks [11]. 

The application of RoBERTa in sentiment analysis has 

shown promising results in various domains. Prior study 

analyzed public sentiment towards the development plan of the 

Indonesian Capital City (IKN) based on data from Twitter 

using the hybrid RoBERTa-gated recurrent unit (GRU) method 

[12]. This study found that negative sentiment dominated the 

conversation with 7,907 tweets, compared to 7,126 tweets with 

positive sentiment. This hybrid model achieved a test accuracy 

of 72.78%, demonstrating the effectiveness of this approach in 

classifying sentiment on social media data. According to [13], 

the study aimed to conduct sentiment analysis in classifying 

reviews of the Threads application on the Google Play Store 

using the BERT method. Researchers have previously 

conducted sentiment analysis on user reviews of the National 

Health Insurance (Jaminan Kesehatan Nasional, JKN) mobile 

application in the context of mobile application reviews, using 

the RoBERTa model. The model they developed demonstrated 

an accuracy of 98.68% on the tested dataset. A more in-depth 

analysis of 42,863 reviews revealed a relationship between 

ratings and sentiment, with positive reviews typically receiving 

high ratings, and negative reviews typically receiving low 

ratings. However, some inconsistencies were found, which can 

be attributed to factors such as user error in providing ratings 

and difficulties in natural language processing, such as sarcasm 

and mixed sentiment [14]. This research is expected to not only 

improve the accuracy of user review sentiment classification 

but also make a significant contribution to the development of 

sentiment analysis-based applications. Furthermore, the results 

are expected to enrich insights into user sentiment patterns 

towards mobile applications. This research will also add to the 

literature on sentiment analysis and the use of the BERT 

method in the context of mobile application reviews, as well as 

serve as a reference for further research in this area. 

II. METHODOLOGY 

In this study, the BERT algorithm was implemented using 

the cross-industry standard process for data mining (CRISP-

DM) methodology. This method is widely used and consists of 

five main, interconnected stages: business understanding and 

data understanding, data preparation, modeling, evaluation, and 

deployment [15]. This approach was chosen because it 

provides a systematic structure for data analysis, particularly in 

classifying sentiments from user reviews of the Threads 

application. It consists of several stages that form the overall 

research flow. The first stage involved problem identification 

and problem formulation, followed by business and data 

understanding, which were necessary to gain insight into the 

characteristics and quality of the data in the study. Next, the 

data underwent the preparation stage, including data cleaning, 

transformation, and integration to ensure they were ready for 

use in modeling. Once the data were prepared, the modeling 

stage was conducted and subsequently evaluated. The final 

stage was deployment, where the model was implemented in a 

production environment or used to support decision-making. 

A. IDENTIFICATION OF PROBLEMS 

The Threads app, developed by Meta, has attracted 

significant attention, surpassing 100 million users in just five 

days since its launch. This rapid growth demonstrates the high 

level of user enthusiasm. However, the large number of 

incoming reviews poses a new challenge, as manually reading 

and classifying each comment is both inefficient and time-

consuming. These comments can include both constructive 

criticism and negative feedback, which are important for 

further analysis. Therefore, an efficient and effective solution 

is needed to automate the sentiment analysis and comment 

classification process, so that important user information can 

be optimally utilized to improve the quality and user experience 

of the Threads app. 

B. BUSINESS & DATA UNDERSTANDING 

In the initial stage, there are two main aspects that need to 

be considered: business and data understanding. Business 

understanding focuses on identifying the main objectives of the 

research conducted on the Threads app. In addition, data 

understanding also includes important aspects such as 

identifying data sources and the amount of data to be used in 

the model. In the context of sentiment analysis research on 

reviews or comments on an application, understanding the 

origin of the data is crucial to ensure its validity and relevance 

to the research objectives. Data sources can come from various 

platforms, such as social media, discussion forums, or app 

stores, each of which has different characteristics in conveying 

Threads user opinions. In addition, researchers determined the 

amount of data needed to build an accurate and representative 

sentiment analysis model. In this study, the BERT method was 

applied to analyze sentiment from Threads user comments, thus 

also including an understanding of the characteristics and data 

formats suitable for the RoBERTa model input. 

1)  BUSINESS UNDERSTANDING 

Threads app was launched in response to changes at Twitter 

(X), Meta, as a major player in the technology industry. Meta 

aims to capture the opportunities arising from shifting user 

preferences and the need for a platform that focuses more on 

intimate conversational interactions. Threads app is designed to 

provide a different social media experience, with an emphasis 

on more structured and focused text-based conversations. In 

this research, the focus is on analyzing sentiments regarding 

user reviews of the Threads app obtained from the Google Play 

Store platform. This sentiment analysis has significant business 

implications. By understanding user sentiment, application 

developers and stakeholders can gain valuable insights into 

Threads, strengths and weaknesses, identify areas for 
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improvement, and formulate strategies to increase user 

satisfaction. The primary objective of this research is to classify 

user comments into three categories: positive, negative, and 

neutral. This classification allows for identifying overall 

sentiment trends, as well as identifying specific comments that 

reflect user issues or concerns. Furthermore, sentiment analysis 

can also help in identifying the features or aspects of the 

application that users like or dislike the most, which can form 

the basis for developing new features or improving existing 

ones. 

2)  DATA UNDERSTANDING 

The data understanding stage plays a crucial role in the 

success of this sentiment analysis research. At this stage, 

researchers conducted an in-depth exploration and 

comprehensive analysis of Threads app user review data 

collected from the Google Play Store platform. A good 

understanding of the data characteristics is crucial for the 

sentiment analysis model to run accurately and reliably. This 

study utilized user review text data as the primary source, 

which often contains complex language, slang, and diverse 

emotional expressions. Therefore, it is essential for researchers 

to understand the structure and variation of the language used 

in the reviews and identify any underlying patterns or trends. 

Furthermore, the data understanding stage also includes an 

analysis of data quality. In the context of sentiment analysis, 

inconsistent data contain missing values (NaN values) or has 

anomalies that can significantly impact the performance of 

machine learning models. Therefore, careful data 

preprocessing was carefully conducted, including data cleaning, 

handling missing values, and text normalization. Effective data 

preprocessing ensures that the data used to train the sentiment 

analysis model is clean, consistent, and representative. 

Several crucial aspects that must be considered in 

understanding the data are data source and data amount. The 

data collected in this study were obtained from scraping from 

the Google Play Store platform. This platform has become a 

primary choice for Android smartphone users due to its 

reliability in providing a variety of applications accessible to 

many users worldwide [15]. The data to be scraped amounted 

to 2,000 data points in the “Most Relevant” category, including 

a rating of 1 to 5 on the Google Play Store platform. 

Researchers chose a relatively small amount of data to ensure 

the data compilation process was more efficient, considering 

that during the data cleaning stage, a lot of information would 

need to be removed. Some data points were deemed irrelevant 

and could not be included in the model [16]. 

C. DATA PREPARATION 

Before data were used in the modeling process, a 

preparation phase was required to ensure its quality and 

relevance. This stage confirms the data can be processed 

correctly [17] and ensure accurate processing as well as 

adaptability to the specific requirements of the algorithm 

implemented in the model. Properly performed preprocessing 

stage (data preparation) improves data quality and structure, 

which directly impacts the performance and accuracy of the 

sentiment analysis model being developed. Data preparation 

consists of a series of interconnected and mutually supportive 

steps [18]. The process begins with data scraping process, data 

labeling process, case folding process, data cleaning process, 

tokenization process, stemming process, data exploration, 

splitting process, term frequency-inverse document frequency 

(TF-IDF) process, and smoothing process. The following is an 

in-depth explanation of each stage in the data preparation 

process. 

1)  DATA SCRAPPING STAGES 

The initial stage of data preparation in this study involved a 

data collection process known as web scraping. Web scraping 

is an automated method used to systematically extract 

information from web pages or applications. In this context, it 

was applied to collect user reviews of the Threads app available 

on the Google Play Store. To facilitate this process, a Python 

library called google_play_scraper was used, providing 

functions that facilitate the extraction of review data, ratings, 

and other relevant information from the Google Play Store. 

2)  LABELING STAGE 

The labeling process is crucial because machine learning 
models, particularly sentiment classification models, require 
labeled data to learn to distinguish between different sentiment 
categories. In this context, the model received user review text 
as input and produced a corresponding sentiment label as 
output. Therefore, the textual data must be converted into a 
numeric format that the model can understand, and sentiment 
labeling is the first step in this transformation. In data 
processing for machine learning-based models, particularly in 
sentiment analysis tasks, the input is generally text. However, 
because the model works with numeric data, the textual data 
must first be converted into numeric form so that it can be 
understood by the system. One method used to convert text into 
numbers is to label the data based on specific sentiment 
categories. In this labeling context, reviews or data with ratings 
of 1 to 2 were classified as negative sentiment, ratings of 3 were 
considered neutral, while ratings of 4 to 5 fell into the positive 
sentiment category. 

3)  CASE FOLDING 

Case Folding is one of the important processes in text 

preprocessing stage, aiming to convert all characters in the text 

to lowercase [19]. This is done to ensure that words that are 

similar but have different capitalizations are considered the 

same word by the model. For example, the words “Application,” 

“APPLICATION,” and “application” are considered the same 

word after case folding. 

4)  CLEANING STAGE 

Data Cleaning is process that ensures that the review text 

used for model training is high quality and free of irrelevant 

elements. With clean data, the model can learn sentiment 

patterns more accurately and produce more valid predictions. 

5)  TOKENIZATION PROCESS 

Tokenization   is a step to break down an input string into 

separate words or what are known as tokens. In general, the 

tokenization process divides a set of characters in a text into 

word units, by separating certain words that may or may not 

function as separators [20]. 

6)  STEMMING 

Stemming will filter words with the aim of converting 
words with affixes into their base form. For example, the word 
“memukul” will become “pukul.” At this stage, the “Sastrawi” 
library is used for stemming process [21]. This normalization 
is important because words with different affixes often have the 
same basic meaning, and stemming helps the model recognize 
these words as the same entity. The Sastrawi library, available 
in the Python programming language, was used to perform the 
stemming process. Sastrawi is specifically designed to handle 
stemming in Indonesian, applying relevant morphological rules. 
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7)  EXPLORATORY DATA ANALYSIS 

Exploratory data analysis (EDA) is a data analysis stage that 

aims to identify patterns, anomalies, test hypotheses, and 

validate assumptions before proceeding to the modeling stage 

[3]. This process is very important in ensuring that the data used 

is of adequate quality and meets the needs of further analysis. 

8)  TRAINING AND TEST DATA SPLITTING PROCESS 

The process of splitting technique separates the data into a 

70:30 ratio, 70% for training data and 30% for testing data. 

Data separation in the training process is crucial as it 

determines which data are used to train the model and which 

are used to test its performance. This separation allows the 

model to develop patterns based on the training data. The model 

will then be tested using the testing data to assess its ability to 

generalize to new data. One commonly used approach to split 

the data using a 70:30 ratio, which helps prevent “overfitting,” 

a condition where the model is overly optimistic and almost 

reaches 100% in one epoch with a low loss rate [15]. It indicates 

that the model is overly optimistic about patterns in the training 

data and fails to generalize well. With proper separation, the 

model can learn more effectively and accurately when handling 

previously unseen data. 

9)  TERM FREQUENCY-INVERSE DOCUMENT 
FREQUENCY (TF-IDF) 

In the data transformation stage, the Term Frequency-

Inverse Document Frequency (TF-IDF) method is used to 

convert raw text that cannot be directly understood by 

computers into vector representations. In addition, TF-IDF also 

plays a role in assessing the level of importance of a word in a 

document based on its frequency of occurrence[22].TF-IDF 

works by giving lower weight to words with high frequency of 

occurrence, while words that appear less frequently will receive 

a higher weight. Frequently occurring words are also called 

stopwords, which are often ignored in text analysis to improve 

the efficiency and accuracy of data processing [23]. 

10)  SYNTHETIC MINORITY OVER-SAMPLING TECHNIQUE 
(SMOTE) 

Synthetic minority over-sampling technique (SMOTE) is a 

method used to address class imbalance issues in a dataset, 

particularly in sentiment analysis when there is a significant 

difference between the number of positive and negative 

reviews. This imbalance can cause the model to be more 

accurate in recognizing the majority class, while 

underrepresenting the minority class. Therefore, SMOTE is 

applied to increase the number of samples in the minority class 

so that the data distribution becomes more proportional. This 

process begins with dividing the processed dataset into two 

main parts: training data and test data. After this division, 

SMOTE is applied to the training data to increase the 

proportion of the minority class, thus creating a more balanced 

data distribution [24]. The result is training data increased by 

the presence of synthetic data generated through the 

oversampling process with SMOTE. Rather than simply 

duplicating existing samples, it creates new samples by 

interpolating between adjacent samples in the minority class. 

This method is effective in balancing the class distribution 

without causing overfitting [25]. 

D. MODELING 

At this stage, the process entered the modeling phase, where 

data went through a series of preparation stages (such as 

cleaning, labeling, and transformation) was fed into a machine 

learning model for further analysis. The model used in this 

study was the development of BERT algorithm, namely 

RoBERTa, previously introduced by Google. BERT has a 

variant model that has gone through a training process using a 

large-scale dataset consisting of various types of text corpora, 

especially for the Indonesian language. Next, the optimizer 

setup was carried out. In this study, the optimizer used was 

Adam, allowing for determining the most optimal learning rate 

during the iteration stage of model training. The Adam 

optimizer was used in this study due to its ability to adapt the 

learning rate, with a value of 2e-5 applied to ensure optimal and 

efficient model parameter updates [26]. This model parameters 

can help in achieving faster convergence and more stable 

training [27]. Based on previous studies, this model could 

produce higher accuracy and providing more reliable 

predictions in the tested tasks. In this study, data with a neutral 

label (rating 3) was not included in the model training and 

testing process. This decision was made because the amount of 

available neutral data were relatively small and less 

representative, which could affect the class distribution 

unequally. Furthermore, the main focus of the study is the 

binary classification between positive and negative sentiment 

to optimize the accuracy and efficiency of the RoBERTa model. 

However, the presence of neutral data was still identified 

during the exploration stage to provide a comprehensive picture 

of the distribution of sentiment in user reviews. 

E. EVALUATION 

This stage focuses on the computational process in machine 

learning, which includes model implementation, data 

processing, algorithm selection, and the use of various 

predefined functions. In this study, the approach used involved 

scikit-learn, an open-source library developed within the 

Python programming language ecosystem. Scikit-learn was 

chosen because it provides various efficient tools and methods 

for building and evaluating machine learning models, thereby 

simplifying the process of data analysis and systematic 

algorithm implementation. This stage aims to establish 

evaluation metrics used as benchmarks in assessing the results 

of computational calculations in sentiment analysis [15]. Some 

of the main aspects analyzed in this stage are accuracy, 

precision, recall, and F1 score. 

Accuracy is one of the easiest evaluation metrics used to 

assess a model’s performance. Accuracy can be calculated 

using (1). 

 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
. (1) 

Precision is a metric that measures the accuracy of a 

model’s positive predictions by comparing the number of 

predictions correctly classified as positive to the total number 

of predictions categorized as positive by the model. The 

formula for precision is presented in (2). 

 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
. (2) 

Recall is an evaluation metric used to measure a model’s 

ability to identify all data that should be classified as positive. 

The recall formula is presented in (3). 

 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
. (3) 

The F1 score is a measure of model performance obtained 

from the harmonic mean of precision and recall. The formula 

for the F1 score is in (4). 
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 𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 2.
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
. (4) 

F. DEPLOYMENT 

The deployment phase in this research refers to the final 

process after the sentiment analysis parameters have been 

obtained. At this stage, the results were systematically 

documented in the form of a final project report. This final 

project report outlined how sentiment analysis was applied in 

real-world settings to benefit users or businesses. This 

implementation is expected to provide tangible benefits to users 

or businesses by assisting in data-driven decision-making [15].  

III. RESULTS AND DISCUSSION 

A. DATA UNDERSTANDING 

This study utilized secondary data sources obtained directly 

from the internet using the Python programming language 

within the Google Colaboratory environment. The data 

collection process began with accessing the official Google 

Play Store website using the keyword 

“com.instagram.barcelona.” The data collected focused on 

reviews originating from users in Indonesia with the language 

designated as “ID” and only includes reviews categorized as 

“Most Relevant.” In this stage, a total of 2,000 records were 

collected [8]. In this study, data selection was carried out to 

train and test only negative and positive sentiments, while 

neutral sentiment data of 1,730 were not included in the model. 

The data, containing both positive and negative samples, were 

divided using a 70:30 split, with 70% of the data allocated for 

training and 30% for testing. 

B. DATA PREPARATION 

After data scraping, duplicate reviews were checked in the 

username column. From 2,000 reviews, rows with blank and 

duplicate values were removed in the username column, 

leaving 1,990 reviews to optimize the data for this study. The 

results of the data found and the results of removing duplicated 

data are shown in Figure 1. 

The next step was labeling the review scores on a 1–5 rating 

scale. Ratings 1 to 2 were categorized as negative sentiment, 3 

as neutral, and 4 to 5 as positive sentiment. This labeling 

process can be seen in Figure 2. 

Subsequently, the cleaning process was initiated. The goal 

is to remove unnecessary attributes, irrelevant characters, and 

correct spelling errors. Therefore, the final data were cleaner, 

more structured, and ready for further processing. After this 

process, the modified data results are shown in Table I.  

In the tokenization process, a sentence was broken down 

into parts by removing nonletter characters. This step aims to 

divide the text into smaller parts so that it can be further 

processed in natural language analysis. Tokenization facilitates 

the subsequent stemming stage to be more effective because the 

words have been separated into a more structured form. Table 

II shows the results of the tokenization process [8]. 

In the text preprocessing stage, stemming is a crucial step. 

This process aims to convert words with affixes or those that 

have undergone morphological changes to their base form, 

thereby improving the consistency of text data in further 

analysis. This aims to simplify word variations and reduce the 

feature dimensionality in text analysis. In this study, stemming 

was performed using the Sastrawi library available in the 

Python programming language. Sastra is a library specifically 

developed to implement the stemming process in the 

Indonesian language context. By applying relevant 

morphological rules, as shown in Table II, the information 

presents results relevant to the process described previously. 

The next step was to evaluate the data using an EDA 

approach, resulting in a chart diagram showing 1,076 positive 

data, 654 negative data, and 260 neutral data. In the context of 

this sentiment analysis, EDA is used to understand the 

distribution of sentiment in the user review dataset. The results 

of this analysis are visualized by showing the number of 

reviews for each sentiment category: positive, negative, and 

neutral. Figure 3 shows the bar chart and pie chart below. 

C. MODELING 

At this stage, the data went through a series of 

preprocessing steps. To produce the training procedure, the 

training and testing data were divided into the hugging face 

dataset format. Next, the model building process involved 

using a pretrained RoBERTa model. This approach leveraged 

the knowledge the model had learned on a large text corpus, 

allowing the model to adapt more quickly to specific 

classification tasks. The preprocessed dataset was then fed into 

the RoBERTa model to undergo a series of training and testing 

iterations. The results of this initial training process, including 

key metrics, are shown in Figure 4. These metrics provide 

insight into the progress and effectiveness of the model training 

[13]. 

global_step denotes the total number of training steps (batches 

passed) during training in this case, 228 steps. Training_loss is 

 

Figure 1. Duplicated username data and selection data results. 

 

Figure 2. Labeling results based on score. 

TABLE I 

CLEANING AND SENTIMENT CLASSIFICATION 

Before After Category 

What application is this? 

I just logged in but my 

account has been 

suspended even though I 

just downloaded it. 

What application is this? 

I just logged in but my 

account has been 

suspended even though I 

just downloaded it. 

Negative 

Why can’t I change my 

profile photo? Go back 

to the previous profile 

photo. 

Why can’t I change my 

new profile photo back 

to my previous profile 

photo? 

Positive 

Why is it that every time 

I change my profile 

photo, it always goes 

back to the previous 

profile photo? 

Why does every time I 

change my profile photo 

I always go back to the 

previous profile photo? 

Neutral 
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the average overall training loss (averaged across all epochs), 

in this case was 0.244. train_runtime is the total training time, 

which was 2,960 s (~49 min). train_samples_per_second is 

training speed in number of samples processed per second 

(1.227 samples/s). train_steps_per_second is training speed in 

batch steps per second (0.077 steps/s). The conclusion is that 

the model performance was less stable, because there was 

overfitting (validation loss increases at the end of the epoch). 

D. EVALUATION 

After going through an intensive training process, the 

sentiment classification model underwent a rigorous evaluation 

process to measure and assess its ability to predict previously 

unseen data. This evaluation aims to provide a more accurate 

picture of the model’s performance when applied to real-world 

situations. The evaluation results were visualized using a 

confusion matrix, providing a graphical representation of the 

model’s performance. This matrix shows the number of correct 

and incorrect predictions for each class, as shown in Figure 5. 

Figure 5 shows the confusion matrix resulting from the 

RoBERTa model evaluation on the test data. This matrix 

consists of four main components: 171 true negatives (TN), 25 

false positives (FP), 39 false negatives (FN), and 284 true 

positives (TP). The horizontal axis represents the predicted 

labels, while the vertical axis shows the true labels. The colors 

in the matrix indicate the intensity of the data, with a gradient 

from dark purple (low values) to bright yellow (high values). 

This visualization provides a clear picture of the distribution of 

model predictions and the level of classification accuracy for 

each sentiment class. From the confusion matrix, a 

comprehensive evaluation report was obtained, covering 

various performance metrics in Figure 6. 

Based on the evaluation results using a confusion matrix, 

this model achieved an accuracy rate of 88%. In addition, the 

precision was recorded at 92%, recall at 88%, and F1 score 

reached 90% for the positive category from a total of 323 data 

points analyzed. For negative results, the precision value was 

81%, recall at 87%, and F1 score at 84%, based on a total of 

196 data points. In addition, the macro average of 87% and 

weighted average of 88% indicated a balance in model 

performance across both classes. These results indicate that the 

BERT method provides slight advantage over naïve Bayes and 

SVM in classifying sentiment from user reviews of the Threads 

application. With higher accuracy, precision, recall, and F1 

score values, the BERT method is proven to be superior in 

conducting sentiment analysis on this application review data, 

confirming its effectiveness in more accurate sentiment 

classification. 

Comparisons with the naïve Bayes algorithm and SVM 

were derived from previous studies conducted on similar data 

but not retested on this research dataset. It aims to provide an 

overview of the RoBERTa model’s performance from a 

literature perspective. However, differences in preprocessing 

approaches and data volumes across previous studies are 

important to note to avoid misinterpreting the results as a 

uniform empirical evaluation. The following model 

comparison is described in Table III. 

The results come from previous studies and not from direct 

experiments in this study [7], [23]. 

TABLE II 

TOKENIZING AND STEMMING 

Before Tokenizing Stemming 

What application is this? I 

just logged in but my 

account has been 

suspended even though I 

just downloaded it. 

[application, 

login, account, 

suspend, 

download] 

account login 

application 

suspend 

download 

Why can’t I change my 

profile photo? Go back to 

the previous profile 

photo. 

[no, change, 

photo, profile, 

photo, profile, 

nya] 

don’t change 

the profile 

photo profile 

photo 

Why is it that every time I 

change my profile photo, 

it always goes back to the 

previous profile photo? 

[change, photo, 

profile, photo, 

profile, yg] 

change profile 

photo profile 

photo that 

 

Figure 3. EDA dataset results. 

 

Figure 4. Modeling results.  

 

 

 

Figure 5. Confusion matrix. 

 

Figure 6. Evaluation results. 
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Next, visualizing words from each category using a 

wordcloud library approach produced an image where the size 

of each word indicated its frequency of occurrence in the text; 

words with higher frequency of occurrence are displayed in a 

larger size to highlight the term’s dominance in the dataset. 

This visual data processing aims to provide a deeper and more 

intuitive understanding of the dominant themes and sentiments 

in user reviews. The visual data processing format is presented 

as follows. 

1)  POSITIVE WORDCLOUD 

A positive sentiment wordcloud was generated from a 

collection of user reviews classified as positive regarding the 

Threads app. In this visualization, several words appear 

prominently, indicating their significant frequency of 

occurrence. Words such as “app,” “good,” and “threads” are 

noticeably dominant, indicating that users frequently use these 

words in positive contexts. These words reflect users, 

appreciation of the app’s quality and features. This wordcloud 

visualization provides a glimpse into the aspects of the app that 

users value most. The visualization and frequency are shown in 

Figure 7. 

2)  NEGATIVE WORDCLOUDS 

A negative sentiment wordcloud was generated from a 

collection of user reviews classified as negative regarding the 

Threads app. In this visualization, some words appear larger, 

indicating their significant frequency in negative contexts. 

Words such as “app,” “account,” and “appeal” are noticeably 

dominant, indicating that users frequently use these words 

when expressing dissatisfaction or criticism of the app, as 

visualized and shown in Figure 8. 

E. DEPLOYMENT 

Based on the modeling results performed using the 

RoBERTa model, this model can be applied in the decision-

making process to classify user reviews. Thus, this model helps 

ensure consistency in review assessment, reducing the 

possibility of differences in interpretation between reviewers. 

This aspect can be beneficial for companies in designing future 

application development strategies. Figure 9 shows a 

comparison of the results before and after the model training 

process. 

IV. CONCLUSION 

This study has successfully identified and classified user 

sentiment towards the Threads application using the BERT 

method. The classification report for the testing data using the 

RoBERTa model with a 70:30 data split demonstrated excellent 

performance in predicting the “negative” and “positive” classes 

with an overall accuracy of 88%. High precision and recall, as 

well as a balanced F1 score, indicate the model’s ability to 

perform accurate classification. For further research, it is 

recommended to explore other methods such as the use of 

newer transformer models such as XLNet or ELECTRA or 

combine RoBERTa with ensemble learning techniques to 

improve performance. In addition, it is necessary to consider 

conducting further analysis of classification errors to identify 

patterns or data characteristics that may affect model 

performance, as well as exploring data augmentation 

techniques to address potential class imbalances. The analysis 

results show that the BERT method can provide higher 

accuracy in sentiment classification compared to traditional 

algorithms such as naïve Bayes and SVM. 
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Figure 7. Wordcloud visualization and positive word frequency. 

 

 

Figure 8. Wordcloud visualization and negative word frequency. 

 

Figure 9. Before and after pretrained model. 

 

TABLE III 

MODEL COMPARISON RESULTS 

Model Sentiment Accuracy Precision Recall F1-Score 

RoBERTa Positive 

Negative 

88% 92% 

81% 

88% 

87% 

90% 

84% 

NB Positive 

Negative 

73% 70% 

94% 

99% 

27% 

82% 

42% 

SVM Positive 

Negative 

88% 83% 

79% 

77% 

84% 

80% 

81% 
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