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ABSTRACT — This research aims to develop an effective fraud detection model in banking transactions using the rule-

based model (RBM) approach and the isolation forest (IF) machine learning algorithm. Based on data from the Ministry of 

Communication and Information Technology, there were more than 405,000 online fraud cases during the 2019–2022 

period, indicating the need for a reliable fraud detection system to protect customers. The research method involves 

collecting banking transaction data for four months through channels such as ATM, internet banking, and mobile banking. 

The RBM model was used as an initial approach, detecting suspicious transaction patterns based on defined rules. However, 

it has limitations in detecting transactions that are not defined in the rules. To complement this shortcoming, this research 

implemented IF, an effective unsupervised learning model for detecting anomalies using the isolation tree (iTree) technique 

to identify suspicious transactions. The results showed that the IF model could detect anomalous patterns not covered by 

RBM, thereby improving the accuracy of fraud transaction identification. The precision data of 99% indicates that the 

model’s predictions of anomalies are indeed anomalies, while a recall value of 1.0 shows that the model successfully 

identified all anomalies in the dataset. In conclusion, the combination of RBM and IF provides a comprehensive approach 

to fraud detection in the banking sector. IF’s ability to detect anomalies more dynamically and accurately can reduce fraud 

losses in the industry. 
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I. INTRODUCTION 
According to the Ministry of Communication and 

Information, from 2019 to 2022, approximately 486,000 cases 

of fraud were documented. Among these cases, online fraud 

was the most prevalent, with 405,000 reports. It is crucial to 

note that small-scale fraud acts can lay the groundwork for 

more significant fraudulent activities, resulting in a broader 

impact that ranges from embezzlement of substantial funds to 

the misuse of debtor credit, which can prove detrimental to 

banks [1]. In Indonesia, regulators like Bank Indonesia and the 

Financial Services Authority have established guidelines to 

implement anti-fraud strategies for banks. These regulations, 

outlined in Financial Services Authority Regulation (Peraturan 

Otoritas Jasa Keuangan, POJK) Number 39/POJK.03/2019 [2] 

and Bank Indonesia Number 23/6/PBI/2021 [3], specifically 

address payment service providers. Financial service providers 

are mandated to adopt an anti-fraud system, with the fraud 

detection system being a key component. This system 

incorporates a rule-based model (RBM) functioning as a data 

filter before processing. While conventional methods are still 

useful, they are considered less effective in detecting massive 

transactions in the banking sector [4]. 

Fraud is a comprehensive term referring to actions aimed at 

obtaining financial benefits through illegal and fraudulent 

methodologies across various sectors, including insurance, 

banking, taxation, and the corporate domain [5]. The fraud 

triangle, a model delineating conditions that heighten the 

likelihood of fraud, has been conceptualized by researchers [6], 

and the Association of Certified Fraud Examiners (ACFE) [7]. 

Pressure involves situations where an individual has an initial 

motivation to engage in fraudulent activities. Opportunities are 

circumstances exploited by criminals to commit fraud, and 

rationalization is the stage when the perpetrator convinces 

themselves that their actions are justified, thereby diminishing 

feelings of guilt. Currently, banks have a fraud detection system 

to capture suspicious data based on an RBM. RBM represents 

an approach used to detect fraudulent transactions [8]. Each 

rule is endowed with a threshold, parameterized or adjustable 

to meet the bank’s requirements. The categories of RBM, along 

with the thresholds for identifying suspicious transactions, are 

outlined in Table I. 

Financial behavior is designed to capture patterns of 

financial transactions that occur repeatedly in a short period 

with unusual amounts. User behavior is a rule designed to 

detect repeated login activities and balance checks within close 

time intervals. Multiple accounts are designed to identify 1-to-

many patterns where one account sends transactions to multiple 

accounts simultaneously. The implementation of RBM has 

several significant advantages in detecting fraudulent 

transactions. However, this RBM has a weakness: transactions 

with anomalies beyond the set threshold cannot be captured by 

the fraud detection system application. Therefore, a machine 

learning method is needed to predict fraudulent transactions 

[9]. Efficient processing of large datasets necessitates adopting 

a machine learning approach over conventional RBM. In the 

development of machine learning models for fraud detection, 

these models are generally using classification. Classification 

models aim to distinguish transactions as fraudulent or 

nonfraudulent, providing an effective means to determine 

suitable methods for financial fraud detection [10]. 

Machine learning, a facet of artificial intelligence, focuses 

on developing algorithms and statistical models enabling 

computers to learn from data and making predictions or 

decisions based on identified patterns [11]. It serves as an 

analytical technique capable of uncovering patterns without 

requiring manual guidance from an expert [12]. In the banking 

EN-96



Jurnal Nasional Teknik Elektro dan Teknologi Informasi 
Volume 14 Number 2 May 2025 

Cut Dinda Rizki Amirillah: Detecting Fraudulent Transaction in … p-ISSN 2301–4156 | e-ISSN 2460–5719 

industry, it can enhance fraud detection by analyzing extensive 

data to identify patterns unattainable with conventional RBM. 

This research employed unsupervised learning, a machine 

learning model particularly adept at detecting anomalous 

transactions, revealing patterns and anomalies indicative of 

fraudulent behavior. This enables businesses to detect and 

prevent fraud in real-time, minimizing false alerts and 

enhancing security [13]. 

Isolation forest (IF), an unsupervised learning method, 

comprises a collection of isolation trees (iTrees) derived from 

a specific dataset to detect anomalies in identifying fraudulent 

transactions [14]. Anomaly detection with IF involves two 

stages. The initial stage is the training stage, constructing an 

iTrees using a subsample of the training dataset. The 

subsequent testing stage assigns test instances to the iTrees, 

yielding anomaly values for each instance [15]. 

The urgency of this research lies in the increase of fraud 

cases that are increasingly complex and have a significant 

impact on the stability of the banking sector. By adopting 

machine learning methods, especially those based on 

unsupervised learning, it is expected that fraud detection can be 

carried out more effectively and in a timely manner, thereby 

minimizing greater financial losses and maintaining the 

integrity of the banking system. 

Previous studies focused on fraud detection using RBM and 

other traditional methods, emphasizing their efficiency in 

identifying specific anomalies but highlighting their 

shortcomings in scalability and flexibility [5]. Meanwhile, 

emerging research explored machine learning approaches, 

particularly classification models, to enhance detection 

accuracy and identify fraudulent activities dynamically [6]. 

However, these studies often concentrated on supervised 

learning, requiring labeled datasets, which can be challenging 

to obtain in real-world scenarios. 

This study addressed these gaps by adopting an 

unsupervised learning approach, specifically the IF, to improve 

fraud detection in banking transactions. The IF method has 

shown promise in detecting anomalies through its unique 

structure of iTrees, which efficiently isolates outliers from the 

data [7]. Unlike supervised models, the IF method does not 

require labeled data, making it highly applicable to banking 

datasets with minimal prior classification. 

The novelty of this research lies in integrating an 

unsupervised learning model with traditional RBM to develop 

a hybrid framework capable of addressing the limitations of 

each approach. By leveraging the strengths of machine 

learning, this study contributes to the development of a 

scalable, adaptive, and robust fraud detection system tailored to 

the dynamic nature of financial transactions. 

The significance of this research lies in its potential to 

mitigate financial losses and bolster the stability of the banking 

sector. As fraud cases become increasingly complex and 

impactful, the adoption of advanced detection systems is 

crucial for safeguarding financial institutions and enhancing 

public trust. Moreover, this study provides a roadmap for 

financial service providers to transition from conventional 

detection models to artificial intelligence (AI)-driven solutions, 

ensuring real-time fraud prevention and minimizing false 

positives. 

II. RELATED WORKS

The current banking landscape and implementing fraud

detection are crucial for safeguarding financial transactions 

[16]. At its core, this system relies on an RBM approach where 

each rule is equipped with a threshold, a parameter finely tuned 

to align with the specific risk tolerance and requirements of the 

banking institution. These rules act as “vigilant gatekeepers,” 

systematically analyzing incoming data to identify and flag 

transactions displaying characteristics indicative of fraudulent 

activities. The structured nature of the RBM ensures a rapid 

response to potential threats, thereby enhancing the overall 

security of financial transactions [17]. Despite its effectiveness, 

the RBM has inherent limitations, notably its rigidity, meaning 

that transactions with anomalies beyond predefined thresholds 

may escape detection. This limitation necessitates a more 

adaptive and sophisticated solution, leading to the integration 

of machine learning into fraud detection. 

Machine learning introduces a dynamic and learning-

oriented paradigm, enabling the system to evolve and adapt to 

the ever-changing patterns in financial transactions [18]. By 

leveraging machine learning models, the fraud detection 

system gains the capacity to predict and identify fraudulent 

activities that might elude traditional RBM. When delving into 

the intricacies of machine learning models for fraud detection, 

two primary categories emerge: classification and regression 

models [19]. Classification models excel at distinguishing 

transactions as either fraudulent or nonfraudulent, offering a 

powerful tool for discerning effective methods in the financial 

fraud detection landscape [20]. On the other hand, regression 

models delve into uncovering correlations between variables 

that may contribute to a transaction being classified as 

fraudulent. 

The use of machine learning techniques not only enhances 

the overall efficacy of the fraud detection system but also 

empowers it to adapt to intricate and evolving patterns of 

fraudulent activities [21]. The continuous evolution of financial 

landscapes underscores the importance of the symbiotic 

relationship between RBM and machine learning IF 

capabilities in fortifying defenses against the ever-persistent 

threat of financial fraud. As institutions embrace this hybrid 

approach, they position themselves at the forefront of 

innovation and resilience in the face of an evolving threat 

landscape. 

A. RULE-BASED MODEL 

According to prior research, fraud must be actively hunted 

and detected as early as possible [9]. This becomes even more 

crucial when attempting to use supervised methods for fraud 

detection. One suitable method is the use of an RBM. Such a 

system matches each data with a set of predetermined 

indicators. The aim of the study is to detect fraudulent cases 

which occur in telecommunication networks and identify 

anomalies in health insurance claim processes or warn against 

fraud in consumer credit. The process of training the RBM 

involved not only traditional numeric features, but also textual 

TABLE I 

RULE-BASED MODEL (RBM) 

No Category Threshold 

1 Financial 

behavior 

Total amount, range time, frequency 

2 User behavior Frequency of login, balance inquiry 

attempt 

3 Multiple 

account 

One to many transactions, number of 

destination account 
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features extracted from descriptions through text processing 

algorithms such as latent Dirichlet allocation. 

In another study related to RBM, research was conducted to 

detect anomalous credit card transactions using the anomalous 

pattern and transaction examination (APATE) method, a new 

approach to detect credit card transaction fraud in online stores 

[8]. The approach combined (1) intrinsic features obtained 

from incoming transaction characteristics and customer 

spending history using recency–frequency–monetary (RFM) 

basics; and (2) network-based features by leveraging the credit 

cardholder and merchant networks, obtaining suspicion scores 

dependent on time for each network object. The results 

indicated that intrinsic and network-based features are closely 

interrelated in the same context. The combination of these two 

types of features produced the best-performing model with an 

area under the curve (AUC) score exceeding 0.98. From these 

two studies, it can be concluded that a RBM is a viable method 

for detecting fraudulent transactions by setting a threshold that 

can be adjusted by the user. However, in the last decade, 

detection methods can also be carried out by machine learning. 

B. MACHINE LEARNING 

Previous research utilizing a machine learning model 

identified several factors influencing the performance of the IF 

in detecting fraudulent transactions on credit card channels 

[22]. There are four experimental scenarios: an analysis of the 

influence of split ratio on validation data, the impact of feature 

selection, the effect of the number of fraudulent data in the 

training set, and the adjustment of hyperparameter values [10]. 

The statement outlines a research study that employed a 

machine learning model, specifically the IF, to detect 

fraudulent transactions in banking sector. The research aimed 

to understand and evaluate the factors affecting the model’s 

performance. Overall, the study aimed to provide insights into 

the optimal configuration and conditions for the IF to enhance 

its efficacy in identifying fraudulent transactions on credit card 

channels [23]. 

Another study has demonstrated the application of the IF 

for detecting anomalies and other rare events, such as fraud. 

The results indicated that tuning the IF can yield significant 

improvements in traditional classification metrics, such as 

AUC, as well as unconventional metrics that may be relevant 

to businesses with limited resources [24]. Comparisons with 

clustering approaches also have a similar impact, illustrating 

how both options are beneficial for exploring anomaly 

detection and how the results of the IF   potentially make it 

easier to interpret across the entire dataset. Overall, the paper 

highlights the effectiveness of the IF in detecting anomalies, 

particularly in cases like fraud, and emphasizes its potential 

advantages, including improved classification metrics and ease 

of interpretation across diverse datasets [25]. 

III. METHODOLOGY

The literature review was conducted by exploring various

sources discussing fraud detection. Additionally, this study 

examined relevant prior research. Two approaches were used 

in detecting fraudulent transactions: the first approach utilized 

RBM [8], while the second approach adopted the IF machine 

learning method [24]. 

The first approach, which involved identifying fraud using 

RBM in banking transactions, relies on rules to recognize 

suspicious or unusual patterns. However, this approach has 

limitations as it is restricted to detecting suspicious transactions 

predefined within the rules. Therefore, the second approach, 

employing IF, is necessary [25].  

The research began by collecting datasets from banking 

activities over a four-month period. The first selected method 

was the RBM, where RBM logic was utilized to detect 

transaction patterns. Meanwhile, the second method involved 

the implementation of IF, which underwent several data 

preprocessing stages, including data cleaning, processing, and 

preparation for use in the model [26]. Subsequently, the IF 

process was conducted, where the model was trained with the 

dataset and training data to detect anomaly patterns in the data. 

The results of the IF process were then evaluated and analyzed 

to identify transactions suspected of being fraudulent. 

The subsequent step involved an in-depth analysis of the 

detected fraud. The banking data analysis process commenced 

with the collection of a dataset that covered banking activities 

over a four-month period. This dataset became the foundation 

for building two main models, namely RBM and IF. 

In the RBM development stage, the dataset was processed 

using rule-based logic to produce an output called the rule-

based result. Meanwhile, in the IF development, the data went 

through a preprocessing process that included data cleaning, 

processing, and preparation. Once the data were ready, the IF 

algorithm was applied to process the dataset and generate the 

isolation forest result. Next, the results of both models, namely 

the rule-based result and the IF result, were combined to build 

a final model called RBM + IF combination. This combined 

model was subsequently evaluated to measure its performance 

and validity. Based on the evaluation results, the final outcome 

of the model was presented as the main output. 

This process was designed to improve accuracy and 

efficiency in analyzing banking activity data by utilizing the 

advantages of each approach, namely rule-based logic and 

anomaly detection using IF. 

A. DATASET 

This research utilized a dataset of banking transactions over 

four months. The data were extracted from a mirroring database 

provided by the bank, containing transaction data on online 

channels such as ATMs, internet banking, and mobile banking. 

The data were then filtered into a relevant transaction table for 

bank transaction data analysis. The data population in this study 

included transactions from April 19, 2023, to August 31, 2023, 

with a total of 2,968,228 rows, adhering to the following 

criteria: 

1. from the master data’s 29 columns, only 17 columns

were used for this research;

2. only financial transaction data were used; nonfinancial

data, such as balance inquiries, login activities, logout,

or profile changes, were not included;

3. only transactions with successful response statuses were

used; data with failed responses, such as timeouts or

insufficient balances, were not included in the study;

4. transaction data was carried out on online channels,

including ATMs, internet banking, as well as mobile

banking.

Based on these data, transaction data features were selected 

for the datasets. This data feature selection resulted in 18 

transaction data features and 1 class feature, as the 

classification result of transactions indicated as fraud. Detailed 

features can be seen in Table II. 
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B. RULE-BASED MODEL 

The RBM method employs a set of predefined rules or 

conditions to identify patterns indicating fraud in banking 

transactions [8]. The process of fraud detection based on RBM 

involves several main steps to quickly and efficiently identify 

suspicious transactions [9]. Data sources collected from various 

channels were stored in a mirroring database set up in real-time 

mode. A logic engine utilizing Java Spring Boot implemented 

preestablished rules set by the bank, with each rule having a 

threshold to determine suspicious transaction. These thresholds 

were dynamic, allowing bank users to adjust them according to 

current fraud trends or business needs. The rules were designed 

considering common fraud patterns. The following are the rules 

and thresholds applied in this study. 

1. Financial behavior had three main parameters as 

thresholds: the amount, frequency, and time interval. 

The time interval threshold was set to 1 minute, the 

frequency to 5 transactions, and the nominal threshold 

to IDR15,000,000. Thus, if a transaction is equal to or 

exceeds IDR15,000,000, or if there are more than 5 

repeated transactions within a 1-minute interval, it will 

trigger the financial behavior scenario. 

2. User behavior was designed with a threshold of 

suspicious login attempts, set at 4 times within a 1-

minute interval. This rule enables the model to 

effectively capture suspicious user behavior. 

3. Multiple accounts were designed to identify the 1-to-

many pattern. By setting a threshold of 5 recipient 

accounts within a 1-minute interval, attempts at fraud 

involving unusual fund transfers can be detected. 

C. MACHINE LEARNING 
First, the necessary libraries were imported, including 

Pandas and NumPy for data processing, Matplotlib and 

Seaborn for data visualization, psycopg2 and SQLAlchemy for 

SQL connections, and ColumnTransformer for feature 

preprocessing using techniques like BinaryEncoder, 

StandardScaler, and OneHotEncoder. 

1)  DETERMINING OUTLIERS 

The outlier function calculates outliers from a dataset [14]. 

It computed the first quartile (q1), second quartile (q2), and 

third quartile (q3). Then, the interquartile range (IQR) was used 

to calculate the lower bound (min_IQR) and upper bound 

(max_IQR) to determine outliers. The function iterated through 

each element of the dataset to check whether the value was an 

outlier or not. The results were displayed in terms of column 

name, lower bound, number of lower outliers, number of upper 

outliers, and a list of outliers. 

2)  DETERMINING NORMAL BOUNDS 

The “normal” bounds were used to test if a variable 

followed a normal distribution. The test results were printed 

along with the null hypothesis (H0) and alternative hypothesis 

(Ha) [27]. If the p-value from the normality test was less than 

or equal to 0.05, then the null hypothesis (normal transactions) 

was rejected.  

3)  DATA COLLECTION AND PREPARATION 

The “data_collected” function printed information about 

the collected data, including start date, end date, and the 

number of data points. The “data_prep” function prepares the 

data by performing several transformations, such as removing 

duplicates, changing data types, and extracting additional 

information from the time column. 

The preparation steps for building and training the IF 

included loading data from two different CSV files into 

dataframes. The preprocessing process involved filling missing 

values in the “accountDestination” column with the string “na.” 

After that, rows with values matching the regex pattern [A-Z+] 

in the “accountDestination” column were removed from the 

dataframe. The “drop_exclude()” function was then used to 

exclude rows with values in the “merchant” column already 

included in the list, and the “modify_trx_amount()” function 

was used to change values in the ‘amount column according to 

certain conditions. The final step prepared the data using the 

“data_prep()” function, which changed data types and extracted 

additional information from the time column. 

TABLE II 

DATASET STRUCTURE 

No Category Description Value 

1 trkey Reference number 341505001 

2 accountIssuer Account number issuer 1001568667 

3 accountDestination Destination account number 1002158333 

4 trtime Date and time of the transaction 2023-04-22 18:44:50. 

5 merchant Channel of the transaction 6410 

6 amount Amount of transaction 90000000 

7 trtype Transaction type 6011 

8 trdesc Transaction description BI-FAST 

9 financial Financial flag Y 

10 trdescdetail Transaction detail BI-FAST Posting 

11 responsecode Transaction responses (success/failed) 0 

12 responseaction Response action Successful Transaction 

13 merchantdesc Description of channel Mobile Banking 

14 destinationbank Destination bank ZYZ 

15 issuerbank Issuer bank XYZ 

16 acqbank Acquiring bank XYX 

17 scenario Classification of transaction frauds (fraud/normal) 1TOMANY 

18 class Reference number 1 / -1 
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4)  THE PIPELINE 

It consists of two steps: the preprocessor for data 

transformation and “clf_iso” to set the IF as the classifier. In 

the first step of the pipeline, all previously defined transformers 

in the preprocessor were applied to the input data before the 

model was trained. These transformers included 

OneHotEncoder, BinaryEncoder, StandardScaler, and 

TfidfVectorizer. After processing through these transformers, 

the data were ready for further processing by the model. In the 

subsequent step of the pipeline, the IF was built with predefined 

hyperparameters. The n_estimators was set to 100 to determine 

the number of trees to be built in the ensemble, contamination 

was set to 0.01 to control the expected proportion of outliers in 

the data, and random_state was set to 42 to set the random 

initialization value, crucial for result reproducibility. After 

creating the pipeline, “model.fit(df[relevant_features])” was 

used to train the model on the input data. The data used for 

training were a subset of the dataframe “df” consisting only of 

columns deemed relevant for model training, as determined in 

the relevant_features variable. Once the model was trained, 

predictions were made on the same data to determine whether 

each data row was considered an outlier or not. Subsequently, 

the prediction results were then stored in a new column named 

“ai_behavior” in the dataframe “df.” Therefore, each data row 

was labeled as normal (1) or abnormal (-1) based on the 

model’s prediction.  

IV. RESULTS AND DISCUSSION  

A. DATASET 

From the provided dataset collected over a span of four 

months from online channels such as ATMs, mobile banking, 

and internet banking, the machine learning model predicted 

2,938,545 transactions as normal and 29,683 transactions as 

fraud. On the other hand, RBM predicted 2,730,130 

transactions as normal and 208,415 transactions as fraud. The 

combination of machine learning and RBM methods predicted 

2,966,473 transactions as normal and 1,755 transactions as 

fraud. Table III shows the data comparison of normal and fraud 

categories. 

B. EVALUATION METHOD 

This study utilized a confusion matrix to evaluate the 

model’s performance. The accuracy and prediction precision 

could be determined by comparing the number of observations 

classified correctly and incorrectly. These data were then used 

to calculate metrics, including accuracy, precision, recall, and 

F1 score, using commonly used formulas, including from [20]. 

The explanation of these formulas is presented as follows: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

𝑇𝑃+𝑇𝑁
 .  (1) 

A true positive (TP) indicates the number of positive samples 

that are correctly predicted by the model. The number of 

negative samples incorrectly predicted by the model as positive 

sample is known as a false positive (FP), while a false negative 

(FN) is the number of positive samples mistakenly identified 

by the model as negative. A true negative (TN) is the number 

of negative samples correctly identified by the model as 

negative [15]. 

C. RESULT ANALYSIS 

Based on Figure 1, the precision data of 99% indicates that 

the model’s predictions of anomalies are indeed anomalies, 

while a recall value of 1.0 shows that the model successfully 

identifies all anomalies present in the dataset. The evaluation 

results of the RBM are shown in Figure 1(b). The model 

yielded an accuracy of 86.78%, indicating the level of 

agreement between correct predictions and total samples. 

However, the low precision of 32.83% indicates that only a 

small portion of positive predictions are correct, while the high 

recall of 100% shows that the model successfully detects all 

true positive samples. The F1 score, which is the average of 

precision and recall, yielded a moderate value of 49.44%, 

reflecting the balance between precision and recall. In addition, 

Figure 1(b) indicates that the model predicted 1,919,876 

(80.32%) data as TN and 154,435 (13.22%) instances as TP, no 

instances were predicted as FN. However, there were 315,866 

(6.46%) instances predicted as FN.  

This model showed a tendency to always predict the 

positive class, failing to detect the negative class. This suggests 

an imbalance or problem in negative classification, which 

could lead to errors if negative class data is essential to identify 

in real applications. 

D. COMPARISON WITH EXISTING METHODS ANALYSIS 
Table IV presents the performance evaluation results of 

three different classification models: RBM, machine learning, 

and a combination of both (RBM + machine learning). The 

columns show performance evaluation metrics including 

accuracy, precision, recall, and F1 score. The RBM model 

achieved an accuracy of 87% and a precision of 33%, indicating 

the model’s ability to accurately identify positive instances out 

of all predicted positive instances. Despite achieving a recall of 

100%, the F1 score only achieved 49%, indicating an 

imbalance between precision and recall. Conversely, the 

machine learning model exhibited a very high accuracy and 

precision; nonetheless, its F1 score was 0.0% due to achieving 

100% in recall, indicating failure to classify negative instances. 

Table IV shows a comparison of the performance results of the 

suspicious transaction detection model proposed in this study 

with previous methods used in related research. This 

comparison includes several key evaluation metrics, namely 

accuracy, precision, recall, and F1 score, which are common 

indicators in measuring the effectiveness and accuracy of 

detection models. Some methods, such as the IF model 

developed by [24] and the RBM used by [8] with PaySim and 

BankSim datasets, are presented as references to see 

performance comparisons. In [24], the IF recorded a total of 71 

errors, with the accuracy of 99.72%; whereas the local outlier 

factor recorded a total number of 107 errors and an accuracy of 

99.62%. Meanwhile, this study tested the performance of the 

IF model and RBM, both individually and combined RBM + 

IF). Based on the table results, the combined RBM + IF shows 

comparable or even better performance in several aspects than 

the previous methods, especially in terms of accuracy (99.98%) 

and precision (100%), thus strengthening the potential of this 

model in detecting suspicious transactions more effectively. 

V. CONCLUSION 

Mobile banking, and internet banking, the combination of 

two models, RBM + IF, has proven to yield a high level of 

TABLE III 

COMPARISON OF NORMAL AND FRAUD 

Prediction RBM IF RBM + IF 

Normal 2,938,545 2,730,130 2,966,473 

Fraud 29,683 208,415 1,755 
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accuracy to detect suspicious transactions in a banking 

environment, particularly those from online channels such as 

ATMs. This can be a consideration for banks to conduct fraud 

detection quickly and accurately. The evaluation of this 

research indicated that the combination of RBM and IF yielded 

the best performance with high values in accuracy, precision, 

reca ll, and F1 score. The RBM achieved perfect recall but low 

precision, whereas the IF achieved high precision but a low F1 

score due to its poor recall. The combination of both models 

overcomes the weaknesses of each model and produces a 

balanced performance with excellent performance in all 

evaluation metrics. 

In the RBM implementation, adding new scenarios related 

to internal fraud committed by bank personnel is 

recommended. IF can recommend new rules based on learning 

from data and current fraud trends. Additionally, the RBM can 

be used to recommend whether transactions should be analyzed 

as fraudulent or normal based on the results of the existing 

RBM. Utilizing this approach, it is hoped to improve the 

accuracy and effectiveness of fraud detection systems in 

identifying suspicious transactions and reducing the impact of 

financial crime activities in the future. 
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