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ABSTRACT — This study highlights the importance of emotion classification in English text, particularly in human 

interaction on social media, which often involves unstructured data. Emotions play a crucial role in communication; a better 

understanding of these emotions can aid in analyzing user behavior. The main objective of this research is to enhance 

accuracy, recall, precision, and F1-score in emotion classification by applying an ensemble bagging approach, combining 

the naïve Bayes, logistic regression, and k-nearest neighbor (KNN) algorithms. The methodology used included data 

collection from various sources, followed by data cleaning and analysis using text mining and machine learning techniques. 

The collected data were then analyzed to detect emotions such as anger, happiness, sadness, surprise, shame, disgust, and 

fear. Performance evaluation was conducted by comparing the results of the ensemble bagging method with individual 

algorithms to measure its effectiveness. The findings reveal that the logistic regression method achieved the highest accuracy 

at 98.76%, followed by naïve Bayes and KNN. This ensemble method overcame the limitations of each individual algorithm, 

enhancing overall classification stability and reliability. These findings provide valuable insights into text-based emotion 

analysis techniques and demonstrate the potential of ensemble methods to improve classification accuracy. Future research 

directions can explore additional ensemble techniques and optimize model complexity for improved performance in emotion 

analysis across broader datasets. 

KEYWORDS — Text Mining, Bagging, Emotion Classification, Machine Learning. 

I. INTRODUCTION 

Human life is deeply connected to emotions. Emotions are 

responses that arise in reaction to people or events and play a 

significant role in daily life. They are generally categorized into 

two main types—positive and negative—which include various 

categories such as happiness, anger, fear, sadness, and others. 

The study of emotions is essential in fields such as psychology, 

cognitive science, and social media analysis, as emotions help 

us understand human behavior and social interactions [1]. 

People can easily express their emotions verbally, 

especially through writing on social media. Emotions are not 

only a form of personal expression but also a driving force 

behind cognitive processes and strategic thinking. They 

encompass various forms of language that are widely spoken 

and understood [2]. Furthermore, emotions have a profound 

impact on memory, social relationships, and even decision-

making [3]. 

Emotion identification can be conducted in two ways: 

verbal and nonverbal. Verbal emotions are conveyed through 

speech or writing, while nonverbal emotions are expressed 

through body language, such as facial expressions, gestures, 

and hand or foot movements. Detecting emotions in text-based 

conversations is more challenging without these facial 

expressions or vocal cues [4]. Therefore, a specialized method 

is required to identify emotions in text-based dialogue, known 

as emotion classification, which is the process of grouping or 

mapping documents into predefined emotion categories [5]. 

To classify emotions in text with unstructured data, text 

analysis must be conducted using text mining techniques [6]–

[10]. The goal of text mining is to identify and explore 

interesting patterns within data sources, typically collections of 

documents. These patterns are often not found in conventional 

databases but are highly relevant in the context of unstructured 

textual data. Consequently, text mining plays a crucial role in 

uncovering valuable insights from large and diverse text 

datasets [11]. 

Text mining is commonly used in sentiment analysis 

research [12]–[15] and emotion classification of textual 

datasets [16], [17]. Sentiment analysis involves processing data 

to identify feelings, sentiments, and emotions expressed in text 

[18]. Various algorithms, such as naïve Bayes NB, logistic 

regression, and k-nearest neighbor (KNN), are frequently 

employed for this purpose [19]. These algorithms typically 

operate under the naïve assumption that each observed 

condition or event is independent of others [20]–[25]. 

Numerous previous studies have applied naïve Bayes, 

logistic regression, and KNN algorithms to classification tasks, 

achieving relatively high accuracy [26]. However, there 

remains room for improvement. For instance, KNN is 

vulnerable to uneven data distribution and outliers; naïve Bayes 

relies on the often-unrealistic assumption of feature 

independence; and logistic regression is prone to overfitting, 

especially with small datasets containing noise. These factors 

can impact model accuracy and generalizability [27]. 

Consequently, this study sought to optimize classification 

performance by employing an ensemble bagging approach that 

combined these three algorithms. 

Research on text mining in emotion classification has 

extensively involved the combination of ensemble bagging 

techniques with methods such as naïve Bayes, logistic 

regression, and KNN. Various studies have reported accuracy 

rates ranging from 46% to 77%. For instance, previous research 

conducted a study on the classification of COVID-19 vaccine 
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types using the KNN method, achieving an accuracy of 46.20% 

[28]. 

Another study on Twitter users’ perceptions regarding 

COVID-19 cases used the logistic regression method reached 

an accuracy of 77% [29]. Additionally, another research on 

emotion identification on Twitter used the naïve Bayes method 

combined with feature fusion, reporting an accuracy of 50.55% 

[30]. These accuracy results were influenced by the large 

volume of data and the variety of emotion labels used, which 

included seven emotion classes (anger, happiness, sadness, fear, 

disgust, shame, and surprise) that were employed in this 

research. 

Subsequent research on the classification of prospective 

members using the bagging method based on naïve Bayes 

achieved a higher accuracy rate of 67.92%, compared to the use 

of the single naïve Bayes algorithm, which only reached an 

accuracy of [31]. The bagging method using naïve Bayes also 

recorded a recall or sensitivity value of 0.76, a precision of 0.74, 

and an F1-score of 0.75. On the other hand, the single naïve 

Bayes algorithm recorded a recall or sensitivity value of 0.65, 

a precision of 0.85, and an F1-score of 0.74. These findings 

indicated that the use of the bagging method could significantly 

improve classification performance in the context of the study. 

Further research focused on text mining on social media to 

detect user emotions [11]. Testing using the support vector 

machine (SVM) and KNN methods yielded an average 

precision of 0.4564 and a recall of 0.502, with an accuracy of 

0.8104 for SVM. Meanwhile, for KNN, the average precision 

was 0.3421, recall was 0.4595, and accuracy reached 0.797. 

This study has provided an important contribution to the 

development of text-based emotion analysis techniques on 

social media platforms.  

Another study focused on comparing the logistic regression 

and random forest methods in the case study of emotion 

classification in tweets [32]. The results of the comparison 

showed that logistic regression achieved an accuracy of 

78.22%, while random forest reached an accuracy of 72.41%. 

This study has provided insights into the effectiveness and 

relative performance of both approaches in the context of text 

processing and analysis. 

The ensemble bagging technique (bootstrap aggregating) is 

an optimization strategy that integrates multiple machine 

learning models into a single entity. In this approach, each 

model is trained separately, and their results are combined after 

the individual learning process is completed. The research also 

evaluated the performance improvement between ensemble 

and non-ensemble methods by considering accuracy, precision, 

recall, and F1-score as the main metrics [27], [31], [33]. 

This study aimed to improve the accuracy, recall, precision, 

and F1-score of emotion classification using an ensemble 

bagging approach that combines the naïve Bayes, logistic 

regression, and KNN algorithms. This research evaluated how 

effectively the combination of these approaches addresses the 

limitations of previous studies, particularly in terms of 

prediction accuracy and reliability. By employing this method, 

it is expected that the classification results will be more 

accurate and reliable and provide a more effective solution for 

analyzing complex data. 

II. CLASSIFICATION OF EMOTIONS 

This chapter discusses emotion classification, ensemble 

bagging, text mining, machine learning, naïve Bayes, KNN, 

and logistic regression. 

A. CLASSIFICATION 

Classification is the process of assigning an object to a 

predetermined label or category, often using models such as 

classification rules (IF-THEN), decision trees, mathematical 

formulas, and neural networks. A classification algorithm 

begins by building rules based on existing data, followed by a 

learning phase in which the algorithm processes data to 

improve accuracy. Subsequently, a testing phase is conducted 

using test data to evaluate and validate the algorithm’s 

performance in predicting or classifying new data [34]. 

The classification process consists of two main stages: 

learning and grouping. In the learning stage, the algorithm 

analyzes data to create a model, which is then used in the 

grouping stage to classify data. The process of developing a 

model that accurately describes and distinguishes data classes 

is central to classification. The primary objective is for the 

model to reliably predict the class of previously unseen objects 

[35]. 

B. EMOTION 

Emotion can be defined as a condition typically triggered 

by an event that holds significance for an individual. Emotions 

involve mental aspects, including desires and thoughts. To 

address the complexity of human emotions in real-life 

situations, states, processes, and computational models must 

often be simplified [36]. 

Emotions are not inherently positive or negative, they are 

fundamentally human reactions to various situations. 

Individuals with emotional intelligence are capable of 

identifying, recognizing, and evaluating their own qualities as 

individuals. Emotional intelligence refers to the mental 

capacity to assess, analyze, and solve both simple and complex 

problems, as well as to make sound decisions [37]. 

C. ENSEMBLE BAGGING 

The meta-algorithm known as bagging, or bootstrap 

aggregating, is intended to improve the performance of 

machine learning algorithms. In the first stage, the training data 

is resampled to create multiple sub-datasets from the main 

dataset. In the second stage, predictions from various models 

trained on these sub-datasets are combined into a single final 

prediction. This approach helps reduce variance and overfitting, 

resulting in a more stable and accurate model [27]. 

Bagging, introduced by Leo Breiman, is an ensemble 

technique aimed at reducing the variance in predictions by 

aggregating multiple models [38]. The goal is to improve the 

classification accuracy of single tree-based models. The 

bagging method uses random sampling with replacement from 

the original dataset to create new datasets. Each new dataset is 

the same size as the original, with random samples drawn with 

replacement, creating what are known as bootstrap samples. 

These samples are then used to generate classification trees 

across multiple iterations. The predictions from each iteration 

are aggregated to produce the final result [38]. 

D. TEXT MINING 

Text mining is a process that utilizes documents and various 

analytical tools to gain deep insights. It enables the extraction 

of valuable information, discovery of patterns, and 

classification of textual data, as demonstrated in this research 

to explore interesting trends [17]. Essentially, the working 

mechanisms of text mining algorithms are quite similar to those 

of data mining algorithms. However, while text mining 

operates on unstructured data, data mining focuses on 
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structured data. Text mining can assist in solving problems 

related to classification, clustering, and prediction of textual 

data [39].  

The application of text mining algorithms is typically 

performed after the textual data has been transformed into a 

more optimal format. Common methods include classification, 

which categorizes texts into predefined groups, and 

information extraction, which identifies and retrieves 

significant details, such as names, relationships, and events. 

Additionally, sentiment analysis is used to detect opinions or 

emotions within text, categorizing them as positive, negative, 

or neutral. Evaluation and validation are conducted through 

measures like precision, recall, and F1-score to assess model 

performance on test data, ensuring accurate and reliable results 

[40]. 

E. MACHINE LEARNING 

Research on algorithms designed to learn how to perform 

specific tasks—typically done automatically by humans—is 

known as machine learning. Learning refers to the ability to 

complete previously performed tasks or to draw conclusions 

from observed patterns, which includes processing new 

information. The primary focus of machine learning is to 

develop algorithms that enable systems to learn autonomously, 

without human intervention [41]. 

Machine learning is divided into two main learning 

paradigms. The first is supervised learning, which uses 

techniques to build functions based on existing training data. 

Examples of algorithms in supervised learning include naïve 

Bayes, KNN, and logistic regression. The second is 

unsupervised learning, a technique in machine learning that 

seeks to identify patterns in training data without preexisting 

classifications. Unlike supervised learning, this method does 

not rely on pre-classified data for guidance. An example of an 

unsupervised learning algorithm is clustering [42]. 

F. NAÏVE BAYES  

Bayesian classification is a statistical method used to 

predict the class of an instance by considering its probability. 

Naïve Bayes is a classification technique based on the 

assumption that each attribute within a class is independent of 

the others [34]. 

The advantage of the naïve Bayes classification method is 

that it requires a relatively small amount of training data. This 

is because only the mean and variance parameters are needed 

for classification. During training, documents (training data) 

are categorized and processed to generate knowledge in the 

form of probability values for each word. This process 

identifies a set of words for each document that signifies its 

category. The naïve Bayes method is suitable for this context 

due to its ability to handle classification with limited data while 

producing reliable results based on the probability of each 

category [43]. 

G. K-NEAREST NEIGHBORS (KNN) 

The KNN method classifies objects by considering training 

data with the closest similarity to the object based on a specified 

value of k [44]. In other words, this method uses a supervised 

algorithm where the classification result for a new object is 

determined by the majority of its nearest neighbors in the 

training set [45]. 

The advantages of KNN include its robustness against noisy 

training data and effectiveness in environments with large 

datasets. KNN is also relatively simple to implement and can 

be applied to both classification and regression tasks. However, 

KNN has weaknesses, including the need to specify the 

parameter k, or the number of nearest neighbors, which can 

affect the model performance. Additionally, distance-based 

methods often present challenges, such as selecting the most 

appropriate type of distance and identifying relevant attributes 

to achieve optimal results. Lastly, KNN’s computational cost is 

relatively high, as it requires calculating the distance between 

each new instance and all training samples [46]. 

H. LOGISTIC REGRESSION  

Logistic regression is one of machine learning algorithms 

used for classification that predicts the likelihood of a 

categorical dependent variable. In logistic regression, a binary 

variable coded as 1 or 0, serving as the dependent variable. This 

technique, an extension of linear regression, maps a set of 

numerical variables to a binary or probabilistic outcome. 

Logistic regression is often chosen for its ability to clearly 

interpret the relationship between independent and dependent 

variables and its effectiveness in handling classification tasks 

[47].  

Logistic regression is widely applied in sentiment analysis 

problems, such as predicting positive, negative, or neutral 

outcomes [48]. It is suitable for cases where the output variable 

has only two binary values. For data with more than two 

possible outcomes, however, multinomial logistic regression is 

more appropriate [29]. Ordinal logistic regression is used to 

examine relationships between a response variable and 

predictor variables on an ordinal scale, using a model suited for 

polytomous response variables [49]. Equation (1) represents a 

simple logistic regression [50]: 

 𝑙𝑛 [
𝑝(𝑦=1)

1−𝑝(𝑦=1)
] = 𝛽° + 𝛽𝑥. (1) 

Equation (2) represents the general form of multiple binary 

logistic regression: 

 𝑙𝑛 [
𝑝(𝑦=1)

1−𝑝(𝑦=1)
] = 𝛽° + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑘𝑋𝑘 (2) 

Equation (3) calculates the probability in multiple binary 

logistic regression: 

 𝑝(𝑦 = 1) =
𝑒𝛽°+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘

1+𝑒𝛽°+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘
 (3) 

III. METHODOLOGY 

The flow or stages of the emotion classification model using 

the ensemble bagging approach, from text data input to the 

emotion classification result, is presented in Figure 1. 

A. DATA COLLECTION 

 Data collection was the initial stage of this research. The 

data for this study were obtained from previous research [51] 

and were categorized into seven emotion classes: happiness, 

sadness, surprise, disgust, anger, fear, and shame. In total, the 

dataset consists of 2,414 texts representing these seven 

emotions. 

Table I shows the distribution of the dataset by emotion 

class [32]. Ach row in Table I represents a specific emotion 

identified in the text—happiness, sadness, surprise, disgust, 

anger, fear, or shame. The numbers indicate the sample count 

for each emotion category, which is crucial for assessing data 

balance or imbalance that may influence the classification 

outcome. 
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Table II presents the sample distribution of emotional data 

used in the study. The data were divided into seven emotion 

classes: happiness, sadness, anger, shame, fear, disgust, and 

surprise. Table II helps to visualize the proportion of each 

emotion in the dataset, which is essential for analyzing and 

interpreting the classification results. 

B. TEXT PREPROCESSING 

Text preprocessing was the initial step following the data 

analysis process, where raw data were processed and prepared 

for further analysis. This stage involved various techniques, 

such as cleaning, tokenization, stopword removal, and 

stemming. These steps aim to ensure that the data is in optimal 

condition before being used in machine learning models [52]. 

1)  CLEANING 

 Cleaning is an essential part of text data preprocessing, 

focused on removing noise and making the text more consistent 

for in-depth analysis. Noise refers to irrelevant data or 

information that may interfere with the analysis process. In this 

stage, irrelevant elements in the data—such as special 

characters (!@#$%^&*():{}.,?~/[]), hashtags, URLs, mentions, 

and emoticons—are removed [45].  

Figure 2 defines the ‘clean_text’ function, which cleans text 

within a DataFrame by converting all characters to lowercase 

and removing punctuation and numbers using regular 

expressions. This function was applied to the “text” column in 

the DataFrame “df,” resulting in a new column called “cleaned” 

that contained the cleaned text. The cleaning results were 

displayed using “head” to print the first five rows of the cleaned 

column. For example, sentence “The ANC, while expressing 

delight at their decision, nevertheless continued to call for the 

dissolution of the tricameral parliament, which it regarded as 

essentially racist” is changed into “The ANC while expressing 

delight at their decision nevertheless continued to call for the 

dissolution of the tricameral parliament which it regarded as 

essentially racist” 

2)  TOKENIZATION 

The tokenization process involves dividing text into 

sentences, words, or tokens with features like capitalization 

type, the presence of numbers, punctuation marks, special 

characters, and similar attributes. At this stage, the input string 

is segmented into its constituent words [29]. 

Tokenization also refers to separating sentences in a 

document into individual words, using spaces as the primary 

delimiter. However, in Indonesian and many other languages, 

some words should not be separated, as this can alter or even 

eliminate their meaning [53], [54]. 

 Figure 3 displays the source code for tokenizing cleaned 

text within a DataFrame using the “nltk” module. If not already 

installed, the code would download the “punkt” package. Then, 

the “tokenize_text” function, which utilized ‘word_tokenize,’ 

broke the text into tokens. This function was applied to the 

“cleaned” column in the DataFrame “df”, generating a new 

column named “tokens.” As a result, the text split into 

individual words was displayed in the first five rows of the 

“tokens” column. For example, sentence “The ANC while 

expressing delight at their decision nevertheless continued to 

call for the dissolution of the tricameral parliament which it 

regarded as essentially racist” is changed into “the anc” while 

expressing delight at their decision nevertheless continued to 

call for the dissolution of the tricameral parliament which it 

regarded as essentially racist” 

3)  STOPWORD REMOVAL 

 Stopword removal is the process of eliminating words from 

a document that are considered insignificant, do not convey 

 

Figure 1. Research methods. 

TABLE I 

NUMBER OF DATASETS 

Class Amount 

Happiness 479 

Sadness 575 

Surprise 213 

Disgust 95 

Anger 483 

Fear 423 

Shame 146 

 

TABLE II 

TEXT OF DATA SAMPLE 

Class Text 

Happy Lennox has always truly wanted to fight for the world 

title and was happy taking the tough route 

Sad She was heartbroken to hear the voice of Camilla 

Surprise I was astonished at the smallness of the area which 

these enclosed 

Disgust The cave-man got fed-up with walking 

Anger I felt a stifled anger against her 

Fear I am horrified that somebody would do such a thing 

Shame But I’m not ashamed of my body 

 

Figure 2. Source code cleaning and output. 
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emotional meaning, or do not enhance emotional expressions. 

This process is carried out by comparing words with an existing 

stopword dictionary. It also involves removing conjunctions or 

affixed words, such as “at,” “while,” or “to,” leaving only 

essential words. Additionally, there is a step to correct 

misspelled words and certain abbreviations to ensure 

consistency with the data format used [17], [52]. 

Stopword removal is a common preprocessing step in 

various applications. Its purpose is to eliminate frequently 

occurring words within each document in a corpus. Pronouns 

and prefixes are often included as stopwords. In several natural 

language processing (NLP) tasks, such as information retrieval 

and classification, these words are considered insignificant and 

can make it challenging to differentiate between documents 

[55].  

Figure 4 illustrates the process of removing stopwords from 

tokens within a DataFrame using the “nltk” library. The list of 

English stopwords was accessed by importing “stopwords” 

from “nltk.corpus” and downloading the “stopwords” package 

if not already available. Next, the “remove_stopwords” 

function was applied to the list of tokens in the “tokens” column 

in DataFrame “df,” resulting in a new column named 

“tokens_no_stopwords” that displayed tokens cleansed of 

stopwords. For example, sentence “the anc while expressing 

delight at their decision nevertheless continued to call for the 

dissolution of the tricameral parliament which it regarded as 

essentially racist” is changed into “anc expressing delight 

decision nevertheless continued call dissolution tricameral 

parliament regarded essentially racist.” 

4)  STEMMING 

In NLP, stemming is the process of removing affixes 

(prefixes, suffixes, or other inflections) from a word to reduce 

it to its base form, known as the “stem” or “root word.” The 

goal is to facilitate text analysis by reducing word variations to 

a uniform base form. This enables words with similar meanings 

to be grouped or simplifies the text data structure. For example, 

words like “regarding” and “regarded” are transformed into the 

root form “regard.” The most commonly used stemming 

algorithm in English is the Porter stemmer [1], [56]. 

Figure 5 illustrates the stemming process using the Porter 

stemmer algorithm from Natural Language Toolkit (NLTK) to 

convert text tokens to their base forms. The next step was to 

create a new column in the DataFrame containing the stemmed 

text and tokens, followed by printing the results for further 

analysis. For example, sentence “anc expressing delight 

decision nevertheless continued call dissolution tricameral 

parliament regarded essentially racist” is changed into “anc 

express delight decis nevertheless continu call dissolut tricam 

parliament regard essenti racist.” 

The overall steps of preprocessing applied to text before 

conducting emotion classification are presented in Table III. 

This preprocessing stage included text cleaning, tokenization, 

stopword removal, and stemming. For example, the original 

text, “The ANC, while expressing delight at their decision, 

nevertheless continued to call for the dissolution of the 

tricameral parliament, which it regarded as essentially racist,” 

underwent several steps to become a simpler base token format, 

such as “anc express delight decis nevertheless continu call 

dissolut tricam parliament regard essenti racist.” Each step 

plays an essential role in preparing the data for machine 

learning algorithms, ultimately enhancing accuracy in the 

emotion classification process. 

C. VECTOR CREATION 

Vector creation is the process of transforming data or 

entities into vectors for further analysis or processing. This is 

often achieved by applying term frequency-inverse document 

frequency (TF-IDF) weighting techniques [56]. The TF-IDF 

method, widely used in text retrieval and preprocessing, assigns 

weighting values to extracted words, helping to assess their 

importance within a document relative to a collection of other 

documents. This facilitates the analysis process and enables 

more effective retrieval of relevant information. 

 
Figure 3. Source code tokenizer and output. 

 

 

Figure 4. Source code stopwords and output. 

 

Figure 5. Source code of stopwords and output. 
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TF-IDF is a statistical method that evaluates the 

significance of a word within a document. Term frequency (TF) 

measures how often a word appears in a specific document, 

indicating its significance within that context. Document 

frequency (DF) indicates how frequently the word appears 

across a collection of documents, showing how common the 

word is within the entire corpus. TF-IDF combines these 

metrics to provide a more precise assessment of a word’s 

relevance within a specific document, while also reducing the 

impact of common words that appear frequently across 

multiple documents [57]. 

Table IV presents the distribution of TF-IDF values for each 

word in the emotion dataset. A high TF-IDF value indicates that 

the word is particularly significant, with strong distinguishing 

power for identifying specific emotions within the text. 

D. SPLIT DATA 

The following step involves dividing the dataset into two 

parts: training data and testing data.  

1)  TRAINING DATA 

Training data are a portion of the dataset used to train 

machine learning algorithms to predict or perform various 

functions. During the training process, training data samples 

are used as input, allowing the algorithm to learn from these 

features to build a learning model. The trained machine can 

identify patterns by following the instructions provided by the 

algorithm through the training process. Training data plays a 

critical role in teaching the machine to recognize patterns 

within the data so that the resulting model can make accurate 

predictions or perform specific tasks efficiently. Through 

iterations and parameter adjustments, the model’s performance 

can be improved, ensuring that it can handle new data 

effectively in the future [58]. 

2)  TESTING DATA 

Testing data are essential for evaluating the machine 

learning model, as it is used to assess the model’s predictions 

after training is complete. In this phase, the model is used to 

make predictions on previously unseen testing or production 

data. This testing data includes samples that represent real-

world scenarios encountered in actual applications. Evaluating 

the model with testing data helps measure its accuracy and 

performance, as well as identify strengths and weaknesses that 

need improvement before wider implementation. Therefore, 

testing data is crucial not only for preventing overfitting but 

also for ensuring that the model can effectively handle new 

issues it may encounter [58]. In this research, the data were split 

into 90% training data and 10% testing data [32].  

Figure 6 shows the source code for splitting the dataset into 

training and testing data using the “train_test_split” function 

from the “sklearn.model_selection” library. First, the “emotion” 

column from DataFrame the “df”  was stored in the “y” variable, 

which contained the labels or targets for classification. 

Subsequently, the dataset, which had been transformed into TF-

IDF features “(X_tfidf),” along with the labels “y,” was divided 

into 90% training data and 10% testing data, using 

“random_state=42” to ensure consistent results each time the 

code was executed. 

E. CLASSIFICATION MODEL 

After completing the dataset partitioning phase, the next 

step was to apply a classification modeling approach that 

combines machine learning algorithms—namely, naïve Bayes, 

logistic regression, and KNN—using the ensemble bagging 

method. In this study, the integration of results from these three 

models was conducted during the testing phase, with each 

algorithm first processing the test data individually. The 

prediction results from each algorithm were then combined 

using the ensemble bagging technique to produce a more stable 

and accurate final prediction. Mathematically, (4) represents 

the formula for bagging: 

 𝑓𝑏𝑎𝑔 ̂ =  𝑓1 ̂(𝑋) +  𝑓2 ̂(𝑋) + ⋯ + 𝑓𝑏 ̂(𝑋). (4) 

The left side, 𝑓𝑏𝑎𝑔 ̂, denotes the prediction result from ensemble 

bagging (bagged prediction), while the right side, 𝑓𝑏 ̂(𝑋) , 

represents the prediction from each individual learner. 

F. MODEL EVALUATION 

At the final stage, measurements were conducted to 

evaluate the accuracy level of the classification process. The 

results were presented in the form of a confusion matrix, which 

illustrates the accuracy values. 

The confusion matrix is a 2 × 2 matrix that summarizes all 

correct and incorrect classification outcomes. From the 

combinations of true positive (TP), false positive (FP), false 

negative (FN), and true negative (TN) values, four evaluation 

metrics were derived to assess the classification model’s 

performance. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (5) 

TABLE III 

TEXT PREPROCESSING 

Text Preprocessing 

The ANC, while expressing delight at their 

decision, nevertheless continued to call for 

the dissolution of the tricameral parliament, 

which it regarded as essentially racist 

Text 

The ANC while expressing delight at their 

decision nevertheless continued to call for 

the dissolution of the tricameral parliament 

which it regarded as essentially racist 

Cleaning 

the anc while expressing delight at their 

decision nevertheless continued to call for 

the dissolution of the tricameral parliament 

which it regarded as essentially racist 

Tokenizer 

anc expressing delight decision 

nevertheless continued call dissolution 

tricameral parliament regarded essentially 

racist 

Stopwords 

anc express delight decis nevertheless 

continu call dissolut tricam parliament 

regard essenti racist 

Stemming 

TABLE IV 

RESULTS OF THE TF-IDF DISTRIBUTION 

No. Text 
TF-IDF 

Results 

1. lin foh quite at being to so  0.068 

2. many of the as the wore on were to find the 

door not heard of the noon and so they had 

all day 

0.115 

3.  lin yuan was with proud of his and that he 

had tsu ma ‘s 

0.229 

4. even so was when we were from last 0.351 

5. you ‘re not just for lucy 0.153 

6. that to when they heard of his ‘s grim fate 0.272 
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Equation (5) represents accuracy, which measures the ratio of 

correct predictions (positive and negative) to all predictions. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
. (6) 

Equation (6) represents precision, which calculates how 

accurately the model predicts positives by comparing true 

positive (TP) values against all positive predictions (TP + FP). 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
. (7) 

Equation (7) represents recall, which measures the model’s 

ability to detect all actual positive data, expressed as the ratio 

of TP to the total number of positives (TP + FN). 

 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∙𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
. (8) 

Equation (8) represents the F1-score, which is the harmonic 

mean of precision and recall, providing a balance between the 

two. 

IV. RESULTS AND DISCUSSION 

In this study, the analysis was conducted using Google 

Colab. To improve classification performance, this research 

employed the ensemble bagging method in combination with 

three classification algorithms: naïve Bayes, KNN, and logistic 

regression. This approach was expected to produce more 

accurate and reliable predictions than using each algorithm 

individually. 

Table V presents the performance evaluation results of the 

three classification algorithms used in this study—naïve Bayes, 

logistic regression, and KNN—without the ensemble bagging 

approach. The results include accuracy, F1-score, precision, 

and recall values for each algorithm. From Table V, it can be 

observed that logistic regression demonstrated the best 

performance with the highest accuracy of 85.95%, followed by 

naïve Bayes with an accuracy of 66.94% and KNN with the 

lowest accuracy of 52.48%. Furthermore, logistic regression 

also achieved high precision and recall values, at 88.08% and 

85.95%, respectively. These F1-score, precision, and recall 

values provide a more comprehensive view of each model’s 

ability to classify data accurately and consistently. 

Table VI displays the performance evaluation results of the 

three classification algorithms with the ensemble bagging 

approach. The ensemble bagging method aims to improve 

prediction accuracy by combining the outputs of multiple 

models during the testing phase. The results presented include 

accuracy, F1-score, precision, and recall values for each 

algorithm. From table VI, it is evident that logistic regression 

with ensemble bagging achieved the highest accuracy of 

98.76%, followed by KNN and naïve Bayes with lower 

accuracies. Precision, recall, and F1-score values are also 

provided to offer a comprehensive overview of each 

algorithm’s performance in classifying emotions in text. These 

values are essential to understand each model’s reliability in 

producing accurate and consistent predictions. 

Figure 7 illustrates the performance of the naïve Bayes 

algorithm in emotion classification for English text, evaluated 

using three main metrics: precision, recall, and F1-score. The 

graph shows that disgust and shame have the highest precision 

at 100%, indicating that this model is highly effective in 

accurately identifying these emotions without many false 

positives. Meanwhile, the sad had the highest recall value at 

88%, demonstrating the model’s high sensitivity in detecting 

all true instances of the sad emotion in the dataset. Then, anger 

had the highest F1-score at 81%, a combination of precision 

and recall, indicating that the model maintains a good balance 

in accurately and comprehensively detecting this emotion. This 

analysis suggested that, while naïve Bayes was effective for 

certain emotion categories, its performance varied depending 

on the type of emotion classified. 

Figure 8 presents the performance analysis of the logistic 

regression algorithm in classifying emotions within English 

text, evaluated using precision, recall, and F1-score metrics. 

The graph shows that the emotions of disgust, shame, and 

surprise achieved the highest precision at 100%, indicating that 

the logistic regression model was highly accurate in identifying 

these emotions without false positives. In terms of recall, sad 

emotion had the highest value at 100%, demonstrating the 

model’s effectiveness in detecting all instances of the sadness 

in the dataset. For F1-score, the emotions of fear and shame 

attained the highest score at 97%, reflecting an optimal balance 

between precision and recall for these emotions. Overall, these 

results suggested that logistic regression is highly effective in 

emotion classification, particularly for emotions with high 

precision and recall values. 

Figure 9 illustrates the performance of the KNN algorithm 

in classifying emotions within English text, assessed through 

precision, recall, and F1-score metrics. The graph indicates that 

the emotion of disgust achieved the highest precision at 100%, 

suggesting that the KNN model was highly accurate in 

identifying this emotion. The emotions of happiness and 

sadness had the highest recall values at 95%, demonstrating 

that the model is highly sensitive and can detect nearly all 

instances of these emotions within the dataset. For F1-score, 

happiness had the highest value at 88%, indicating that the 

model maintained a good balance between precision and recall 

 

Figure 6. Source code for dataset sharing. 

 

TABLE V 

CLASSIFICATION REPORT WITHOUT ENSEMBLE BAGGING 

Result 
Accuracy 

(%) 

F1-

Score 
Precision Recall 

Naïve Bayes 66.94 64.85 71.65 66.94 

Logistic 

regression 

85.95 83.52 88.08 85.95 

KNN 52.48 51.73 52.02 52.48 

TABLE VI 

CLASSIFICATION REPORT WITH ENSEMBLE BAGGING 

Results 
Accuracy 

(%) 

F1-

Score 
Precision Recall 

Ensemble 

bagging naïve 

Bayes 

73.55 72.03 77.11 73.55 

Ensemble 

bagging 

logistic 

regression 

98.76 98.76 98.79 98.76 

Ensemble 

bagging KNN 

82.64 81.72 83.98 82.64 
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in detecting the happy emotion. These results suggested that, 

while KNN performed well for certain emotion categories, its 

effectiveness varies depending on the emotion type classified. 

V. CONCLUSION 

This study demonstrates that the ensemble bagging 

technique, which combines naïve Bayes, logistic regression, 

and KNN algorithms, can enhance performance in emotion 

classification for English text. According to the evaluation 

results, the ensemble bagging method with logistic regression 

achieved the highest accuracy at 98.76%, outperforming naïve 

Bayes and KNN individually, which achieved accuracies of 

66.94% and 52.48%, respectively. Furthermore, this ensemble 

method significantly improved precision, recall, and F1-score 

metrics compared to the results of individual algorithms. These 

findings support previous studies, which demonstrated that 

applying bagging to naïve Bayes increased accuracy from 

66.94% to 73.55%. Thus, the ensemble bagging approach has 

proven more effective in enhancing the reliability and accuracy 

of emotion classification, particularly for unstructured text data. 
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