Understanding the Method Effects of the Ethnic Identity Scale Items
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Abstract. This study used the Correlated Traits-Correlated Method (CTCM) model to identify the method effects of the Ethnic Identity Scale (EIS) items, both in favorable and unfavorable items. The study involved 4 alternative models of the CTCM to test the suitability of the model. 440 secondary-school students were involved in this study. Confirmatory Factor Analysis was used employing R software Version 4.0.2. Results indicated alignments between the data with three CTCM alternative models that provided evidence to understand the effect of the method on the use of positive and negative items that could affect the validity of a measuring instrument.
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Every psychological instrument has its own method of measuring psychological constructs (Fiske, 1982). According to Widhiarso (2017) method holds a vast meaning in the concept of psychological measurement. According to Fiske (1982) method has a broad meaning due to containing several aspects: content item, response format, general instruction or administrative measurement, and characteristics of the respondents.

Campbell and Fiske (1959) proposed a method of testing validity using Multitrait-Multimethod Design (MTMM) to address the diverse definition of methods. MTMM is a tool used to measure traits or constructs measured through different methods (Campbell & Fiske, 1959). Pohl et al. (2007) argue that this approach was used in response to cases wherein a measurement tool using several methods for the same construct resulted in different results, threatening the validity of the measurement tool.

One aspect that could threaten the validity of a measurement tool is the method effect (Lindwall et al., 2012). According to Lindwall et al. (2012), method effects refer to the tendency for participants to respond to a questionnaire based on other criteria outside of the intended construct, causing some variance that are irrelevant to what the scale is meant to measure. In his study, Widhiarso (2017) found that one of the sources of method effect is the use of positive (favorable) and negative (unfavorable) items.

Positive and negative items refer to the different directions in which an item is used within a psychological measurement tool. Positive direction is typically called favorable items, and conversely, negative direction is known as unfavorable item (Widhiarso, 2017). Positive and negative items
are commonly found in psychological measurement tools to reduce the possibility of response bias (DeVellis, 2016). Unfavorable items further aim to help respondents to be more aware when responding to items being measured (Widhiarso, 2016).

General assumption on the use of positive and negative items in a psychological measurement scale is to measure the same construct through different methods (Marsh, 1996). However, if the response does not meet these assumptions, it will result in the emergence of method effects (DiStefano & W., 2006). Method effects in negative and positive items has a couple of implications. First, changing the factor structure because positive and negative items formed a separate factor outside the original construct, affecting the validity of the construct (DiStefano & W., 2006; Vinet & Zhedanov, 2011; Widhiarso, 2016). Second, it should be noted that the method effect can affect the interpretation of the measurement scale (DiStefano & W., 2006).

This study aims to determine the method effects of using positive and negative items to seek answers to the above-mentioned problem. Several previous studies have found that the use of positive and negative items has shown to cause method effects (de Lima & de Souza, 2019; DiStefano & W., 2006; Lindwall et al., 2012; Marsh, 1996; Motl & DiStefano, 2002; Rodrigo et al., 2019; Tomás et al., 2013). In Indonesia, research on the use of positive and negative items in 2016 found that negative items formed a separate factor (Widhiarso, 2016). Widhiarso (2017) also found a consistent result, that is using positive and negative items could result in a method effect.

One way to discover method effects in positive and negative items is through Confirmatory Factor Analysis (CFA) (de Lima & de Souza, 2019). CFA was carried out in several studies to determine the existence of method effects (de Lima & de Souza, 2019; DiStefano & W., 2006; Lindwall et al., 2012; Marsh, 1996; Motl & DiStefano, 2002; Rodrigo et al., 2019; Tomás et al., 2013). Through CFA, a method developed from MTMM, it becomes possible to separate the variance of constructs and methods (i.e., positive and negative items) (Lindwall et al., 2012). In his research, Widhiarso (2017) analyzed several approaches, including the Correlated Traits-Correlated Methods (CTCM) and Correlated Traits-Correlated Uniquenesses (CTCU).

This study focuses on the use of the CTCM approach. Specifically, we correlate between constructs/dimensions and methods (i.e., positive and negative items) through the CTCM. The CTCM model assumes that the construct and method are not correlated (Widhiarso, 2017). This study will develop four alternative models of CTCM to determine the existence of the method effect on each proposed model. Several studies conducted tests using several models such as Correlated Traits-Correlated Methods (CTCM) and Correlated Traits-Correlated Uniquenesses (CTCU) in one measuring instrument (de Lima & de Souza, 2019; DiStefano & W., 2006; Lindwall et al., 2012; Tomás et al., 2013; Widhiarso, 2017). This study chose to use only the CTCM model because it could determine the variance related to indicators, constructs of measure, constructs of methods, and residuals (Widhiarso, 2017). As such, this approach is expected to provide evidence-based information on the use of statistical approaches in identifying the existence of method effects in the use of positive and negative items.

The instrument used in this study is the Ethnic Identity Scale (EIS) which Umaña-Taylor and
The selection of the EIS scale in this study was due to the lack of research on method effects other than in the Rosenberg Self Esteem (RSE) scale (de Lima & de Souza, 2019; DiStefano & Motl, 2009a; DiStefano & W., 2006; Greenberger et al., 2003; Lindwall et al., 2012; Marsh et al., 2010; Tomás et al., 2013). Meanwhile, the method effects were found on other scales such as social physique anxiety (Molt & Conroy, 2000) and the self-esteem scale or Coopersmith Self Esteem Inventory (CSEI) (Oidri, 2017).

Based on the above review, the emergence of method effects from positive and negative items needs to be controlled because the former can become a systematic error that interferes with research interpretation or conclusions (Campbell & Fiske, 1959). Therefore, the purpose of this study was to determine the existence of method effects in the use of positive and negative items on the Ethnic Identity Scale (EIS) scale. The results of this study can contribute to psychological science, especially in psychometrics related to the effects of methods in the use of positive and negative items and the use of CTCM.

**Method**

*Research Participants*

Participants of this research were high school students in Malang aged 15 to 18 years. This age group was chosen because identity-seeking behaviour is prominent at this stage, as proposed by Phinney (1992). We used non-probability sampling as the primary sampling technique, with the support of the school to select the participants. Approval to conduct this research was obtained from the respective ethics committees of the university and school that were involved in the research. Students were recruited from one high school in Malang and every student agreed was assessed. In total, 442 students in 10th and 11th grades were involved in this research. The selected respondents were given an explanation about the research procedure to complete the EIS scale.

*Research Instrument*

EIS was initially constructed by Umaña-Taylor (2004) and was later adapted from English to Indonesian by Paramita (2014). The research conducted by Paramita et al. (2014) with Javanese and Chinese teenagers resulted in the reliability of 0.84 for the exploration dimension, 0.76 for the commitment dimension, and 0.88 for the affirmation dimension. The EIS scale has also been studied by Azzahrah (2017), who tested the reliability of the EIS scale by using the coefficient of stability and equivalence for junior high school students and yielded scores of 0.73, 0.70, and 0.74 on the dimensions of exploration, commitment, and affirmation (Azzahrah, 2017).

The EIS consists of 17 items that measure three dimensions: exploration, commitment, and affirmation. The nature of the EIS is multidimensional and uncorrelated because the three dimensions (i.e., exploration, commitment, and affirmation) do not have correlations (Umaña-Taylor, 2004). EIS has positive and negative items and uses a Likert scale with four responses as follows: 1) Strongly Disagree 2) Disagree, 3) Agree, 4) Strongly Agree. The score value is given from 1 (Strongly Disagree)
to 4 (Strongly Agree). For negative items, the score value is reversed.

Data Analysis Approach

Data analysis was carried out using CFA with the help of the R program software version 4.0.2 with the lavaan package. CFA analysis was conducted to test the effects of the EIS scale method. Before testing the model with CTCM, an analysis was carried out on the original structure of the EIS. The next step is to analyze the method effects using the CTCM approach, developed into four alternative models (see Figure 1).

Figure 1

1) Model 1
2) Model 2
3) Model 3
4) Model 4
5) Model 5

Figure 2

Figure 1. 5 models of EIS. E=Exploration. C=Commitment. A=Affirmation. P= Positive Item. N= Negative Item.
Model 1 is the model developed from the original structure of EIS. Model 2 is the Correlated Traits-Correlated Methods (CTCM) developed to determine method effects by correlating between methods (i.e., positive and negative items) and between dimensions of EIS. Model 3 used the Correlated Trait Uncorrelated Methods (CTUM) to test method effects by correlating the three dimensions of EIS but not between methods. Model 4 used the Uncorrelated Trait Correlated Method (UTCM), which tests method effect by correlating the positive and negative item method but not between EIS dimensions. Lastly, model 5 is the Uncorrelated Trait Uncorrelated Method (UTUM) developed to determine the method effect when no correlation is done between the three dimensions and methods (i.e., positive and negative items).

All the models are analyzed using an estimated model, namely Weighted Least Square Mean and Variance Corrected (WLSMV). In the R program, WLSMV is similar to the Diagonally Weighted Least Square (DWLS). Several criteria measure the level of fit of the model according to Hair et al. (2009), namely, 0.08 for the Root Mean Square Error of Approximation (RMSEA), then >.95 for the Comparative fit index (CFI) and the Tucker–Lewis Index (TLI) and < .08 for Standardized Root Mean Square Residual (SRMR).

### Result

**Descriptive Statistics**

Due to incomplete answers, two participants were deleted. In total, data from 440 high school students (grade 10 and 11) from Malang were eligible to be analyzed in this study. The average age of the respondents was ± 16.1. The data that passed for analysis consisted of 56% grade 10 and 44% grade 11; as many as 42% were male and 58% female. 96% of respondents are Javanese, and 4% are other ethnic groups such as Balinese, Dayak, Madurese, Arabic, Malay, and Tenggerese.

**Model Testing**

Table 1 depicts the results of testing method effects on positive and negative items using Confirmatory Factor Analysis (CFA).

<table>
<thead>
<tr>
<th>Model</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>.625</td>
<td>.572</td>
<td>.174</td>
<td>.217</td>
</tr>
<tr>
<td>Model 2</td>
<td>.983</td>
<td>.976</td>
<td>.041</td>
<td>.045</td>
</tr>
<tr>
<td>Model 3</td>
<td>.971</td>
<td>.960</td>
<td>.053</td>
<td>.053</td>
</tr>
<tr>
<td>Model 4</td>
<td>.970</td>
<td>.959</td>
<td>.054</td>
<td>.049</td>
</tr>
<tr>
<td>Model 5</td>
<td>.803</td>
<td>.737</td>
<td>.0137</td>
<td>.159</td>
</tr>
</tbody>
</table>
Based on the five models that have been analyzed, the model fit is shown in model 2 (CTCM), model 3 (CTUM), and model 4 (UTCM). Model 2 (CTCM), model 3 (CTUM), and model 4 (UTCM) met the criteria for model fit because they met the criteria for values >.95 for CFI and TLI,.08 for RMSEA, and values <.08 for SRMR. Meanwhile, model 1 and model 5 do not meet the criteria for the model’s fit based on the criteria determined.

The next step is to do a factor loading analysis on the model with the best fit, namely model 2 (CTCM). Based on Table 2, it appears that the results of the factor loading of the method factors show significant data ($p>.05$), indicating that there is a method effect when using positive and negative items.

Table 2

<table>
<thead>
<tr>
<th>Item</th>
<th>Correlated Trait</th>
<th>Correlated Methods (CTCM) Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exploration</td>
<td>Commitment</td>
</tr>
<tr>
<td>Item 3</td>
<td></td>
<td>0.30*</td>
</tr>
<tr>
<td>Item 4</td>
<td></td>
<td>.17*</td>
</tr>
<tr>
<td>Item 5</td>
<td></td>
<td>.54*</td>
</tr>
<tr>
<td>Item 6</td>
<td></td>
<td>.20*</td>
</tr>
<tr>
<td>Item 8</td>
<td></td>
<td>.52*</td>
</tr>
<tr>
<td>Item 11</td>
<td></td>
<td>.13*</td>
</tr>
<tr>
<td>Item 12</td>
<td></td>
<td>.73*</td>
</tr>
<tr>
<td>Item 14</td>
<td></td>
<td>.52*</td>
</tr>
<tr>
<td>Item 15</td>
<td></td>
<td>.80*</td>
</tr>
<tr>
<td>Item 17</td>
<td></td>
<td>.63*</td>
</tr>
<tr>
<td>Item 1</td>
<td></td>
<td>.15*</td>
</tr>
<tr>
<td>Item 2</td>
<td></td>
<td>.47*</td>
</tr>
<tr>
<td>Item 7</td>
<td></td>
<td>.15*</td>
</tr>
<tr>
<td>Item 9</td>
<td></td>
<td>.23*</td>
</tr>
<tr>
<td>Item 10</td>
<td></td>
<td>.60*</td>
</tr>
<tr>
<td>Item 13</td>
<td></td>
<td>.34*</td>
</tr>
<tr>
<td>Item 16</td>
<td></td>
<td>.50*</td>
</tr>
</tbody>
</table>

*a*: positive item; *b*: negative item; *: $p>.05$

Another result obtained from the CTCM analysis is knowing the correlation value between dimensions/traits and between methods, namely positive and negative items, which can be seen in Table 3.
Table 3
Correlation score between construct and methods

<table>
<thead>
<tr>
<th>Model</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTCM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Exploration</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Commitment</td>
<td>.54</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Affirmation</td>
<td>.50</td>
<td>.78</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Positive</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>5. Negative</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.46</td>
<td>-</td>
</tr>
</tbody>
</table>

The correlation results show a correlation value between dimensions with a range of .50 to .78 and a correlation value of .46 between positive and negative items.

Discussion

This study aimed to determine the existence of method effects on positive and negative items of EIS with CTCM analysis. Results of this study indicate a method effect resulting from the use of positive and negative items. The results are in line with other studies that prove the existence of method effects from the use of positive and negative items (de Lima & de Souza, 2019; DiStefano & W., 2006; Lindwall et al., 2012; Marsh, 1996; Motl & DiStefano, 2002; Rodrigo et al., 2019; Tomás et al., 2013; Widhiarso, 2017). In addition, Table 1 shows that the results of the original structure of the EIS after the factor analysis did not meet the criteria of model fit if it did not involve positive and negative items as latent factors.

The current finding supports several past studies that uses RSE scale, which showed better model test results than the original structure of the RSE when positive and negative items were included in the method effect test (DiStefano & W., 2006; Tomas & Oliver, 1999; Tomás et al., 2013; Vinet & Zheadanov, 2011). Another evidence of the method effect can be seen from the factor load analysis result of the EIS, where all items of the method factors show significance (p>.05). Only eight items from the construct factor have a factor loading greater than the method factor loading. These results strengthen the effect of method effects on the measuring construct of EIS.

In this study, the model that has the best fit in identifying method effects on the use of positive and negative items is CTCM. The results of this study are not in line with several previous studies which stated that negative items contributed to the existence of method effects (DiStefano & Motl, 2009a; Lindwall et al., 2012; Marsh et al., 2010; Tomás et al., 2013; Y. Wu et al., 2016). However, several previous studies show that positive and negative items contribute to method effects (Lindwall et al., 2012; Marsh et al., 2010; Widhiarso, 2017; C.-H. Wu, 2008; Zeng et al., 2020).

There are several causes of method effects resulting from the use of negative items in this study. Some of them are due to inappropriate responses caused by respondents’ carelessness when reading and understanding items and response bias (C.-H. Wu, 2008). Meanwhile, the existence of method effects on the positive items of this study can be explained because of the influence of the
respondents’ meaning and the influence of modesty bias which tends to be found in countries that prioritize collectivist orientation (C.-H. Wu, 2008). In this regard, the method effect on the positive items in this study is caused by the characteristics of the Indonesian respondents, with the majority of them being Javanese who tend to prioritize aspects of togetherness (Mangundjaya, 2013). The results of this study are in line with research conducted by Farh and Cheng (1997) and C.-H. Wu (2008) that the politeness bias in society with group orientation is more prominent on positive items (C.-H. Wu, 2008).

This study indicates that results from EIS are challenging to interpret due to the method effects of positive and negative items. Positive and negative items on this scale were assumed to be the same method. However, from the factor analysis and factor loading results, significant data are found in both methods. In addition, this study found that the factor loading of positive and negative items was not equivalent because the characteristics of negative items that typically do not support the construct (Widhiarso, 2016) had the opposite effect. This condition causes the method factor on the negative item to become an obstacle in interpreting the scale’s accuracy.

Regarding the interpretation of the scale, researchers who use a scale with positive and negative items need to be careful when interpreting the results of the scale, especially if method effects are detected. This is because the method effect can measure a different construct from the contract to be measured (Widhiarso, 2017). In addition, citing the suggestion of C.-H. Wu (2008), method effects can be controlled without deleting items by performing Structural Equation Modeling (SEM) analysis to separate response constructs, methods, and variants, allowing results to be analyzed further with other variables in the same model.

This study not only proves the existence of method effects when using positive and negative items but also adds evidence of the usefulness of CTCM in detecting method effects, especially positive and negative items that have previously been carried out in several previous studies (Lindwall et al., 2012; Marsh et al., 2010; Widhiarso, 2017; C.-H. Wu, 2008; Zeng et al., 2020).

Conclusion

Our findings resulted in several conclusions. First, a method effect results from positive and negative items in a measuring instrument, especially in the EIS. Second, the method effect can be caused by carelessness in understanding items, response bias, and respondent characteristics. Third, CTCM has a good ability to identify the method effect of using positive and negative items. Fourth, the use of positive and negative items needs to be considered in a measurement instrument because it causes method effects and can disturb the measurement construct. However, suppose a researcher would like to incorporate positive and negative items, they need to control the method effect, one of which is by modeling through the CTCM approach.
Recommendations

Future researchers interested in a similar topic are advised to explore it using other approaches such as the Correlated Traits-Correlated Uniquenesses (CTCU). Additionally, future researchers can conduct invariant analysis with confirmatory multi groups based on demographic data such as gender because several studies show a relationship between gender and method effects (de Lima & de Souza, 2019; DiStefano & Motl, 2009b; Tomás et al., 2013).
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