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Abstract— Indonesia is a developing country and supports the 

program of the SDGs. To realize the 17 goals of the SDGs, online 

media has a crucial role for the success of the SDGs in Indonesia. 

Information published in online media related to SDGs is an 

important consideration for the government, society and all 

elements. Where we can get information and know the progress. 

The news presented by online media on their news sites can be 

used as a modeling topic to find out what topics are widely 

reported by the media. This topic modeling method uses Latent 

Dirichlet Allocation (LDA), where the words in the topic of each 

news document are represented as terms. Then it can be seen how 

many times the word appears in each document. 
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I. INTRODUCTION 

Development is a process that has continuity between 

various dimensions, economic dimensions, social and 

environmental which has the aim of the welfare of society. The 

development is not perfect yet, there are lots of exploitation 

resources carried out arbitrarily, without paying attention to 

environmental aspects. As a result, the damage to the 

environment occurs more and more often, which can interfere 

with life. 

 

Attention to the environmental pollution case has been 

carried out for a long time, this is a concern of the world and 

other countries. Formulation of Millennium Development 

Goals (MDGs) holding a High-Level Conference (KTT) in 

Stockholm, Sweden in 1972. [1] In 2000 started the 

implementation of Millennium Development Goals (MDGs) 

who have formulated the world development program up to 

2015, all countries attended the meeting committed to 

integrating MDGs as part of a national development program, 

to deal with resolving issues regarding the fulfillment of human 

rights and freedoms, peace, security, and development. [2] 

Indonesia has achieved most of the MDGs targets, from 67 

which 49 indicators MDGs have achieved, there are still several 

indicators that must be continued in their implementation. [3] 

Before the end of MDGs, the UN Summit on MDGs 2010 

formulated a world development agenda after 2015. It was 

agreed at the general assembly of the United Nations (UN) in 

September 2015 and ratified the agenda of Sustainable 

Development Goals (SDGs) as global agreement which is valid 

from 2016 to 2030.[3] 
Indonesia is one of the developing countries which are the 

members of the United Nations (UN) and supports the SDGs 

program, which carries the theme “Transforming Our World: 

the 2030 Agenda for Sustainable Development” with 17 

sustainable development goals of the 17 goals which divided 

into 169 targets. In order to succeed the Indonesian 

government’s program for the realization of SDGs program, 

every element of society has an important role to participate in 

making it a success. [4][5] 

The goals of SDGs are divided into 3 pillars which must be 

carried out in a harmonious and integrated manner, namely 

economical, social and environmental.[6] as for the 17 goals of 

SDGs as shown in Fig. 1, i.e., 1) No proverty; 2) Zero hunger; 

3) Good health and well-being; 4) Quality education; 5) Gender 

equality; 6) Clean water and sanitation; 7) A ffordable and 

clean energy; 8) Decent work and economic growth; 9) 

Industry, innovation and infrastructure; 10) Reduced 

inequalities; 11) Sustainable cities and communities; 12) 

Responsible consumption and production; 13) Climate action; 

14) Life below water; 15) Life on land; 16) Peace, justice and 

strong institutions; and 17) Partnerships for the goals.[7] Fig.1 

shows 17 goals from SDGs achievement. 
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The study related to text mining especially on text 

classification has been done by many previous researchers. In 

research [8] aiming to classify news into five categories using 

the Latent Dirichlet Allocation (LDA) method. Overall, the 

result shows the best accuracy is 70%.  Researcher also tried to 

compare with Naïve Bayes at 5-fold with the highest 

performance. LDA gives better result than Naïve Bayes. Nalini 

[9] perform an identification on key terms from each word on 

tweet by applying the two methods of LDA and Naïve Bayes. 

His research shows that Naïve Bayes is the most appropriate 

classification algorithm compared to J48 and KNN. 

Vu Bui [10] combines algorithm by comparing the effects of 

eight distance measures for document clustering using 

LDA+K-Means. Experiment was carried out on two datasets. 

LDA+K-Means can increase the effect of clustering result 

when selecting the appropriate value of the number of topics 

for LDA and probabilistic based distance measures for the K-

Means. 

The study [11] using 10 news sites are used to distinguish 

between news article and advertisement. Produce good 

accuracy using Naïve Bayes algorithm. Similarly with [12] in 

categorizing news article, Naïve Bayes shows a better 

performance than other algorithms. 

II. THEORETICAL REVIEW 

A. Classification 

Classification is a significant cognitive way for people to 

know the unknown world. For example, depending on their 

different characteristics, people classify creatures into plants 

and animals and further into phylum, class, order, family, 

genus, and species. People with dissimilar faiths are classified 

into different parties, sects, etc. in sociology. When similar 

things are place into one category in actual production and life 

and things with obvious differences are put into different 

categories, dealing with them will be much easier. 

B. Text Pre-processing 

Text pre-processing is a process that is done to prepare the 

dataset dianalysis. The purpose of doing text pre-processing so 

that in the text-processing process have several steps that can 

be done, which are:  

1) Case Folding: Case folding is a process to convert 

sentences in the text to lowercase.[13] 

2) Filtering: stages to retrieve useful words in the text. 

3) Stopwords: : where the stopwords process is to 

eliminate words that are not important and have no meaning. 

So it does not affect the meaning when removing the word such 

as, “ada”, “dalam”, “yang”, “dan”, “ini”.[14] 

4) Tokenizing: this process is to sort out the words in a 

sentence into words called token. 

 

 
Fig. 2 Proses text pre-processing. 

Fig. 1 Sustainable Development Goals (SDGs) 17 Goals 
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Fig. 2 shows the process from the result of doing text pre-

processing at the case folding stage by reducing all the letters 

in sentences such as “UNICEF” after the case folding  process 

into “unicef”. Filtering and stopwords are eliminating words 

that do not affect its meaning as in sentence 1 and sentence 2 

the words “dalam”, “dan” are removed.  

Fig. 3 shows the tokenization process of sentence 1 and 

sentence 2, by sorting out word by word after the case folding, 

filtering and stopwords process. Word by word shown in Fig.3 

is called token. 

 

 
Fig. 3 Process Tokenizing. 

C. Term Frequency – Inverse Document Frequency (TF-IDF) 

Term frequency Inverse Document Frequency (TF-IDF) is 

an algorithmic method used to calculate the weight of each 

word by finding how far the relationship between word or term 

with document [15]. The TF-IDF method is efficient and has an 

accurate results. The process in this method is done by 

calculating the value of Term Frequency (TF) and Inverse 

Document Frequency (IDF) for each token in each document in 

the corpus. Term Frequency (TF) is the frequency of 

occurrence of a term in the document, the greater the number 

of occurrences, the greater the weight. While the Inverse 

Document Frequency (IDF) is a calculation of the terms 

distributed throughout the document and the IDF shows the 

availability relationship of a term in the entire documents. The 

fewer the number of documents which contain the term, the 

higher IDF value is. 

The word weight value in TF-IDF method is obtained by 

multiplying between the value of Term Frequency (TF) and 

Inverse Document Frequency (IDF). Word weight value is used 

as a reference value in evaluating how important a word in a set 

of documents. The TF-IDF method is often used in making 

search engines because this method is able to sort documents 

based on the relevance of existing features in documents based 

on keywords. Besides being implemented in a document 

sorting system, the TF-IDF method is often applied in making 

summarization systems, text classification systems and more. 

D. Topic Modelling 

The  topic  modelling  method  LDA  is  an  unsupervised,  

probabilistic  modelling  method  which  extracts  topics  from  

a  collection  of  papers.  A  topic  is  defined  as  a  distribution 

over a fixed vocabulary. LDA analyses the words in each paper 

and cal-culates the joint probability distribution between the 

observed (words in the paper) and  the  unobserved  (the  hidden  

structure  of  topics).  The  method  uses  a  ‘Bag  of  Words’ 

approach where the semantics and meaning of sentences are not 

evaluated. Rather,  the  method  evaluates  the  frequency  of  

words.  It  is  therefore  assumed  that  the  most  frequent  words  

within  a  topic  will  present  an  aboutness  of  the  topic. 

A key aspect of LDA is to group papers into a fixed number 

of topics, which must be given as a parameter when executing 

LDA. To estimate the number of topics, a cross-validation 

method is used to calculate the perplexity, as used in 

information theory. [16] 

 

III. METHODOLOGY 

A. Crawling Data  

The data obtained in this study through data crawling on 

online media website. The crawling process is done to capture 

the headlines that have been categorized by online media as 

SDGs news. However, the crawling process using 

ScrapeStorm, one of open source software is by entering the 

URL of the destination media, the page from the URL is 

displayed and the crawling process is carried out. At this stage 

filter on the column can be performed that used for research 

There are four news sources used in this study, namely 

okezone.com, tribunnews.com, kompas.com, detik.com, the 

selection of the four news sources based on the top sites in 

Indonesia on alexa.com ranking accessed on April 15, 2021. 

The headline obtained 874 news that have been categorized 

based on the type of SDGs news. 

B. Dataset Preparation 

The preparation process of dataset after the crawling data 

stage is cleaning the columns that have no effect on the research 

process. Columns are used as an attribute. The dataset 

preparation process required for data readiness before entering 

the text pre-processing process. Maturely,  dataset is ready to 

be processed to the next stage. 

C. Tools and Materials 

Tool used in this research is a laptop with the following 

specifications: 

• Operating System : Windows 10 

• Processor : Intel Core i7-10750H 2.60GHz 

• RAM  : 16,0 GB 

• Type System : 64-bit Operating system 

 

IV. RESULT AND DISCUSSION 

The preparation of this study was conducted by preparing a 

dataset to be processed. The dataset that has been crawling 

needs to perform pre-processing stage or known as text pre-

processing. The used dataset is 874 headline news related to 

SDGs news. Dataset is then carried out in the pre-processing 

stage to clean up the data 
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A. Text Pre-processing  

There are several stages in the text pre-processing process 

i.e. case folding, tokenizing, filtering and stopwords.  

The case folding process change all the words in a sentence 

from uppercase letters to lowercase words. Tokenizing is a 

division of text into words, phrases called token. Filtering is 

filtering out the words that have no meaning or a word that has 

no effect on the research process. Stopwords have the same 

function as filters which remove words that included in 

stopwords such as the word “yang” , “di”, “dan”, “ke”, “dalam” 

and others [17]. In addition, the text pre-processing process is 

also the removal of delimiter which removes punctuation, 

marks, characters such as (,), (.), (:), (;), (-), (?), (!) and more.  

Fig. 4 is a result after the text pre-processing process was 

carried out on the dataset, by reducing uppercase to lowercase 

and eliminating delimiter, stopwords and filtering. Fig. 5 is a 

process after tokenization of headline news, separated word by 

word into token. 

 

 

 
Fig. 4 After process text pre-processing. 

 
Fig. 5 After process tokenizing 

Cleaning the text on this dataset is necessary for the research 

process, so that the text is ready to be analyzed and to reduce 

redundant data. 

B. Word Weighting 

Term Frequency-Inverse Document Frequency (TF-IDF) is 

a feature weighting method in a document where the frequency 

value of the word occurrence in the document shows how 

important the word is and the frequency value of the data 

containing the word shows how common the word is. The TF-

IDF method is used in text classification to determine the 

features that affect the document to be classified. 

The word or term weighting process is carried out after the 

pre-processing stage, where at the time of assigning weights to 

each term, the words have been selected and have meaning and 

affect the contents of each document. 

The term weighting is done using the library from Sklearn 

by importing the TfidfVectorizer from feature_extraction.text 

can be seen in Fig. 6. 

Fig. 7 retrieves the vectored words in each document in the 

dataset. Fig. 8 is the result of term weighting, and is declared 

the value of each word in the document. 

 

 
Fig. 6 Import TfidfVectorizer. 

 
Fig. 7 Word vector in the document. 
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Fig. 8 Result term weighting 

C. Modeling Section 

After carrying out the word weighting process with the TF-

IDF method, the next step is to model the datasets that have 

passed the pre-processing and word weighting stages. 

This stage is done by running topic modeling to model the 

topic with the Latent Dirichlet Allocation (LDA) model. The 

dataset that will be modeled is in the form of text, so the first 

step is to convert each text into a vector by using the 

CountVectorizer that has been provided in the Sklearn library 

as follows: 

  
After the text is converted into a vector, then it is entered into 

modeling using the LDA model. 

 
Fig. 9 Terms that often appear 

Fig. 9 results from wordcloud that show the most frequently 

occurring words in the entire document. The word 'Indonesia' 

looks bigger and clearer than other words. The word 'indonesia' 

appears in 436 documents, the word 'sdgs' appears in 97 

documents and the word 'development' appears in 78 

documents. Description of the number of terms that appear in 

the entire document can be seen in Fig. 10. 

 

 
Fig. 10 Term of the topic. 

By applying the LDA model, it can be seen the visualization 

results of each document related to the topic raised. fig. 11 is 

one of the results of the visualization of a document after the 

LDA model is applied. 

 

 
Fig. 11 Topic in document from LDA model. 
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V. CONCLUSION 

 

After doing several stages, namely the data crawling stage, 

the pre-processing stage, the word weighting stage and the 

modeling stage with topic modeling. Latent Dirichlet 

Allocation (LDA) is the right choice for finding topics in a 

document. Like online media can use this modeling to classify 

news according to its category. Reports related to the 

Sustainable Development Goals (SDGs) in several online 

media in Indonesia, have not discussed in detail and thoroughly 

related to sustainable development issues in Indonesia. It can 

be seen from the results that the topics that often arise are 

related to Indonesia, SDGs, development, Pertamina and the 

world. 

This modeling topic can be applied in finding topics that are 

often discussed or often appear in a document. The results will 

be classified. 
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