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Abstract—Recommender rystem (RS) is created to solve the 

problem by recommending some items among a huge selection of 
items that will be useful for the e-commerce users. RS prevents the 
users from being flooded by information that is irrelevant for 
them. Unlike information retrieval (IR) systems, the RS system's 
goal is to present information to the users that is accurate and 
preferably useful to them. Too much focus on accuracy in RS may 
lead to an overspecialization problem, which will decrease its 
effectiveness. Therefore, the trend in RS research is focusing 
beyond accuracy methods, such as serendipity. Serendipity can be 
described as an unexpected discovery that is useful. Since the 
concept of a recommendation system is still evolving today, 
formalizing the definition of serendipity in a recommendation 
system is very challenging. One known subjective factor of 
serendipity is curiosity. While some researchers already addressed 
curiosity factor, it is found that the relationships between various 
serendipity component as perceived by the users and their 
curiosity levels is still yet to be researched. In this paper, the 
method to determine user curiosity model by considering the 
variation of rated items was presented, then relation to serendipity 
components using existing user feedback data was validated. The 
finding showed that the curiosity model was related to some user-
perceived values of serendipity, but not all. Moreover, it also had 
positive effect on broadening the user preference. 
 
Keywords—Recommender System, Serendipity, Relevance, 
Novelty, Unexpectedness, Evaluation Metrics, Curiosity. 

I. INTRODUCTION 

A. A Need for Useful Recommender System 
Along with the rapid development of information 

technology, our life is increasingly inseparable from digital-
based platforms. They start from e-commerce-based online 
businesses to digital multimedia entertainment that can be 
easily accessed using the internet. The choice of goods and 
services is increasingly diverse and easily accessible. Many 
options which are available on the one hand can be helpful, but 
on the other hand it can also make it difficult for consumers to 
choose which product fits their needs [1]. 

From the producer and service provider point of view, the 
abundance of product variations coupled with the ease of access 
to information and distribution will shift the marketing focus 
from a few popular products (hits market) to many less popular 
products (niche market). This concept is called the long tail 
concept [2]. Furthermore, the concept can shift the Pareto 

principle commonly practiced in marketing nowadays, as in 
Fig. 1 [3]. 

A recommender system (RS) primary function is to provide 
item recommendations for users [1], [4], where the item is a 
piece of information that refers to a physical object or digital 
products, services, or processes suggested by the 
recommendation system to users through the interaction via 
web, email, or text message [5]. RS is often found in various 
domains such as e-commerce, entertainment, services, social 
networking, and other digital content [1]. This recommendation 
system must pay attention to the users’ preferences so that user 
recommendations are helpful for them [1]. From the seller and 
manufacturer's perspective, a recommendation system can 
potentially help them recommending less popular items within 
the long tail [3]. 

The success of RS is measured not only by how accurate it 
is in recommending items based on user preferences, but also 
by how the results of these recommendations can be helpful to 
users [4]. RS that only pay attention to accuracy tend to 
experience overspecialization problems, which lead the system 
to provide recommendations that are too similar to items that 
have been seen or consumed before [6], [7]. It will narrow the 
users’ point of view [8], reducing user satisfaction with the 
system [5]. It is caused by only considering the accuracy factor 
and ignoring the benefits of recommendation [7]. Therefore, it 
is essential to pay attention to other factors besides accuracy 
that influence [9] the quality of the recommendations [10]-[12]. 
One of these factors is serendipity, which can be interpreted as 
a surprising and unexpected discovery of an item that may not 
be encountered or very difficult to be encountered in other 
circumstances [1]. 

B. Serendipity in Recommender System 
Serendipity itself is a difficult word to translate, which in 

general can be interpreted as an unexpected but profitable 
discovery of something new [13]. The concept of serendipity is 
also closely related to subjectivity. Thus, serendipity becomes 
challenging to learn and implement [14], [15]. This subjective 
nature makes the prediction of serendipity different for each 
individual. Some studies argue that the nature of a user's 
curiosity affects the serendipitous definition of the user, which 
in turn also affects user satisfaction [16], [17]. 

The subjectivity of serendipity depends mainly on two 
factors, namely user knowledge and user curiosity [18]. The 
psychological theory defines two assessments of curiosity, 
namely 1) an assessment of something new, unexpected, and 
complex, and 2) an assessment of a person's ability to 
understand something new and complex [19], which are then 
defined as novelty check and coping potential check [18]. The 
first score is calculated based on the difference between the 
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item and the user profile. The second score is calculated based 
on the diversity of items in the user's profile. The conclusion is 
that using the user curiosity parameter in making 
recommendations can balance the serendipity and accuracy. It 
is also found that users who have a more comprehensive genre 
profile were more open to serendipitous recommendations.  

C. Goal and Contribution 
This study aims to find the relationship among the 

serendipity metric components, vis popularity, and similarity to 
user profiles. The perception of serendipity is from the users’ 
point of view based on the survey results regarding user 
curiosity as a psychological factor. Previous research [18] 
divided user groups by two, namely having five or more genres 
in their profile and having less than five genres in their profile. 
The proposed method was to measure curiosity degree by 
counting distinct genres rated by the user. In this paper, user 
curiosity measurement based on rating genre diversity was 
proposed. 

II.  SERENDIPITY 
Serendipity can be measured by comparing the output of a 

recommendation system with a primitive recommendation 
system based on accuracy [20]. This approach is called full 
metric because it measures serendipity as a whole. The 
advantage of this approach is serendipity value can be known 
comprehensively. Another approach is using the component 
metric. The component metric measures serendipity 
components, including relevance, novelty, and unexpectedness. 
Measurement using this method has the advantage if several 
aspects related to serendipity need to be described [21]. Fig. 2 

describes the profile of an item regarding serendipity metrics 
[21]. 

Apart from the advantages which have been mentioned, both 
approaches still have disadvantages [5]. The complete metric 
method has a particular weakness, which is too sensitive to the 
primitive recommendation system when it is used for 
comparison [5], [22], [23]. If the recommendation system 
parameters used for comparison are changed, it will 
significantly affect the results of the serendipity measurement 
on the results of the recommendation system being tested. 
Meanwhile, the component method can be wrong in estimating 
the serendipity value because what is assessed is the metric of 
each component [21]. 

A novelty component in serendipity can be represented in 
two approaches. The first approach uses the item popularity and 
the second approach uses the similarity with the user profile. 
The novelty is defined as the opposite of popularity [24], 
assuming that the popular item is generally known to users 
through other media. Therefore, the popularity of an item is an 
essential component in serendipity [21]. The similarity of an 
item with the user profile is also necessary to consider because 
users may tend to search for the one according to their 
preferences and which they are probably familiar with [24]. 
While the literature review shows that the serendipitous item is 
less popular and relevant to the user profile, thus the conclusion 
cannot be drawn yet [25]. 

Recommending item that is unpopular, not similar to a user 
profile, but still relevant at the same time is still challenging to 
provide valuable results for users, at least for two reasons. First, 
a non-popular item is likely to be of low quality, so that users 
will judge it as an irrelevant item. Second, if there is too much 

 

Fig. 1 Hits market vs niche market. 

 

Fig. 2 Euler diagram of an item from the users’ perspective. 
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difference between the item recommendation and the users’ 
profile, the users may dislike it [21]. 

Along with novelty, diversity is identified as a key 
dimension in the utility of recommendations in a real scenario 
[24]. The diversity within a collection item is related to how 
different it is between one item and another. 

The notion of diversity in RS stems comes from a concept in 
IR research [26]. In information retrieval (IR) literature, the 
document obtained valuation is influenced not only by the 
similarity with the user query, but also by the similarity 
between the documents obtained [27]. Recent research [28] 
found that accuracy, serendipity, and diversity in RS were 
interrelated. Higher diversity could worsen accuracy and 
worsen or improve serendipity depending on how much it was 
added. Some known metrics for measuring serendipity are 
explained in the following section. 

A. Relevance 
Relevant items are items that are liked, consumed, or attract 

the users’ attention, depending on the recommendation system 
scenario [21]. Recommended items also must be useful and 
affect users’ emotions positively [29], [30]. 

Relevance in the recommendation context is user-specific 
interest for items. Depending on the available observations, 
relevance can be modeled accordingly [24]. In the case of user 
rating observation, the probability of the user to like an item 
can be modeled by a heuristic mapping between rating value 
and relevance probability. For instance, the expected reciprocal 
rank (ERR) metric shown in (1) can be used [31], where 𝑔 is a 
utility function derived from ratings by user u for the movie i. 
In addition, gmax is the maximum value of g(u,i) for each 
specific user. 

 𝑝(𝑟𝑒𝑙|𝑖, 𝑢)	~	!
!(#,%)"#
!!'() . (1)	

In Movielens, different algorithms for predicting user rating 
can be chosen by the user [25]. These algorithms outputs 
predictedRating as a feature unique to a combination of user 
and movies. 

B. Novelty and Popularity 
Novelty can be measured using different approaches. The 

most relevant approaches are using item popularity and item 
distance respectively [24]. In this paper, a popularity-based 
approach was used to measure the novelty of an item relative to 
a user. 

Item discovery is formulated as the probability that an item 
is not yet observed earlier [24], as shown in (2). 

 𝑝𝑜𝑝(𝑖|𝜃) = 𝑝(𝑠𝑒𝑒𝑛|𝑖, 𝜃). (2)	

Contextual variable 𝜃 represents any element on which item 
discovery may depend. It might be a specific user, group of 
users, time interval, item source, etc. Considering the 
probability of item discovery, the novelty of an item can be 
defined as the inverse of its popularity as shown in (3) [24]. 

 𝑛𝑜𝑣(𝑖|𝜃) = 1 − 𝑝(𝑠𝑒𝑒𝑛|𝑖, 𝜃). (3)	

To emphasize highly novel items, the log of the inverse 
popularity is considered as shown in (4) [24]. 

 𝑛𝑜𝑣(𝑖|𝜃) = 	−𝑙𝑜𝑔!𝑝(𝑠𝑒𝑒𝑛|𝑖, 𝜃). (4)	

Alternatively, from (2), less popular items can also be 
emphasized by applying log function [25] as shown in (5). 

 𝑙𝑜𝑔𝑝𝑜𝑝(𝑖|𝜃) = log	(𝑝(𝑠𝑒𝑒𝑛|𝑖, 𝜃)). (5)	

In movie recommendation context, 𝑝(𝑠𝑒𝑒𝑛|𝑖, 𝜃) can be 
represented by whether the user already rated it or not. 

C. Unexpectedness 
Unexpectedness can be measured using two different 

approaches, the first approach is by comparing results from a 
novel recommendation system with a traditional, accuracy-
based recommendation system [20]. As shown in (6), with 
𝑠$(𝑖 = 1	⋯𝑁) represents item 𝑖 from the recommendation list, 
𝑃𝑟	(𝑠$) denotes the level of belief generated by the 
recommendation system. 𝑃𝑟𝑖𝑚(𝑠$) denotes the level of belief 
generated. And lastly, 𝑖𝑠𝑟𝑒𝑙(𝑠$) denotes relevance with the user 
profile.  

 𝑢𝑛𝑒𝑥𝑝 = 	 #
%
∑ max(𝑃𝑟(𝑠$) − 𝑃𝑟𝑖𝑚(𝑠$), 0)%
$&# ⋅ 𝑖𝑠𝑟𝑒𝑙(𝑠$). (6)	

The second approach is by calculating unexpectedness as a 
component calculated from the recommendation results. One 
method is by calculating the distance of recommended items to 
the users’ expected item set [30]. The expected set by user 𝐸' 
will have an unexpectedness value of 0. The farther the distance 
of an item from the expected set, which is represented by 𝛿',$, 
the higher the unexpectedness value as shown in (7), to the 
point that the item is not relevant to the users anymore. 

 𝛿',$ = 𝑑𝑖𝑠𝑡(𝑖; 𝐸') (7)	

where 𝑑𝑖𝑠𝑡(𝑖; 𝐸') is the distance of item i from Eu for user u. It 
is needed to somewhat limit the distance to prevent it from 
becoming irrelevant. Then, the unexpectedness of item i 
concerning Eu is defined as some unimodal function of this 
distance defined in (8). 

 ∆(𝛿',$; 	𝛿'∗)	 (8)	

where 𝛿'∗  is the best, most preferred, unexpected distance from 
the expected set Eu for user u. 

D. Diversity 
Diversity can be measured as the average pairwise distance 

between items in the list as shown in (9) [32]. 

 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦(𝑅) = 	
∑ ∑ +$,-($,/)*∈,\{%}%∈,

|2|(|2|"#)
. (9)	

Conversely, by measuring similarity, the value of diversity is 
the opposite of that diversity. The similarity value can be 
obtained from the aggregate of pairwise similarity [33]. This 
method is further developed using different parameters for the 
distance function [26]. For distance calculations based on the 
content descriptor, distance functions can use taxonomy-based 
metrics [33], the complement of Jaccard similarity [24], or the 
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complement of cosine similarity of term vectors [34]. For 
distance calculations based on the rating vector, the method that 
can be used is the Hamming distance [35], the complement of 
Pearson correlation [24], or the complement of cosine 
similarity [36]. 

III. EXPERIMENTAL SETUP 

A. The Dataset 
This experiment used survey results based on the Movielens 

dataset where users were asked how serendipitous particular 
movies were to them [25]. The dataset used was rating data in 
training.csv, survey data in answers.csv, and movie data in 
movies.csv. The data was processed with R using RStudio. This 
dataset provides this research’s ground truth regarding user 
perception of various components of serendipity detailed in 
Table I [25]. 

B. Data Preparation and Pre-processing 
Each movie in movies.csv has multiple genres associated 

with it, written as comma-separated-values as shown in Table 
II. Each movie was then profiled by its genres, resulting in a 
table with genres as columns and a value of 0 or 1. Each value 
represents the genre associated with the movie as shown in 
Table III, this will be this research’s movie genre profile. 

To get items which already rated by the user, training.csv file 
was used. For validating the results, answers.csv was used to 
compare the calculated metrics with real user feedback. Data 
from training.csv dataset with timestamps older than the oldest 
timestamp in the answers dataset were excluded. After that, the 
movie genre profile and the user rating data in training.csv were 
merged and summarized by userId, resulting in Table IV. 

C. Calculating User's Curiosity Profile 
Whether it is a good or bad rating, any movie rated by a user 

signifies the user's potential to like a wider range of genres. 
Considering r(g,ui) as the number of movies rated by user i with 
genre g, the user's curiosity profile C(ui) is created by counting 
the number of unique genres rated by the user, as formulated in 
(10). 

 𝐶(𝑢$) = 		∑ [𝑟(𝑔, 𝑢$) > 0]3
$ . (10)	

By applying this formula to the user genre profile in Table IV,  
curiosity profile was created as in Table V. 

D. Calculating Movie Popularity Metric 
In their literature review, [21] stated that a less popular item 

is more likely to be serendipitous. Hence, popularity calculation 
is included where 𝑟4$ is the number of ratings associated with 
the movie in the training dataset [25]. The formulation is in 
(11). 

 𝑙𝑜𝑔𝑝𝑜𝑝(𝑚$) = ln	(𝑟4$). (11)	

E. Relevance to User Profile 
In the same review, [21] also stated that relevant items also 

more likely to be serendipitous. Relevance to the user profile is 
predicted by the MovieLens system and provided in the 
predictedRating field in the answers dataset [25]. Assuming the 
higher predictedRating represents higher relevance to the user 
profile, the relevance to the user profile can be stated as (12). 

 𝑅𝑒𝑙R𝑚$ , 𝑢/S = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑅𝑎𝑡𝑖𝑛𝑔(𝑚$ , 𝑢/). (12)	

TABLE I 
SERENDIPITY COMPONENTS RATED BY USERS 

Symbol Component Name Detail 

S1 Strict Novelty The user has never heard about 
the movie 

S2 Motivational 
Novelty 

The user already knew the 
movie but has not seen it yet 

S3 Unexpected 
Relevance 

The user does not expect the 
item to be relevant 

S4 Unexpected Find 
The user does not expect to find 
the movie without using the 
recommender system 

S5 
Unexpected 
Implicit 

The movie is very different 
from the movies that the user 
usually consumes 

S6 
Unexpected  
Recommendation 

The user does not expect to be 
recommended with this movie 

S7 User Satisfaction The user is satisfied by the 
recommendation 

S8 Preference 
Broadening 

The recommendation broadens 
the user preference 

TABLE II 
 GENRE DATA AS REPRESENTED IN DATASET 

movieId Genres 
1 Adventure,Animation,Children,Comedy,Fantasy  
2 Adventure,Children,Fantasy  
3 Comedy,Romance  
4 Comedy,Drama,Romance  
5 Comedy  
6 Action,Crime,Thriller  
7 Comedy,Romance  
8 Adventure,Children  
9 Action  
10 Action,Adventure,Thriller  
11 Comedy,Drama,Romance 

TABLE III 
MOVIE GENRE PROFILE 

movieId Adventure Animation Children Comedy … 
1 1 1 1 1 … 
2 1 0 1 0 … 
3 0 0 0 1 … 
4 0 0 0 1 … 
5 0 0 0 1 … 
6 0 0 0 0 … 
7 0 0 0 1 … 
8 1 0 1 0 … 
9 0 0 0 0 … 
10 1 0 0 0 … 
11 0 0 0 1 … 
… … … … … … 
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F. Predicting Component Relationships Using Regresion 
Models 

Since ordinal categorical datas are  used as dependent 
variables, a cumulative link regression model (CLM) [37] is 
used. The regression models predicted the relationships 
between user curiosity, movie popularity, and relevance to a 
user profile with user's perception regarding serendipity 
components, as shown in Table I. 

Curiosity, popularity, and relevance are used as the 
predictors or the independent variables, with various 
serendipity definitions as responses or dependent variables. The 
first two models, (13) and (14), are based on the literature 
review in [21] and further experimented in [25], which 

conclude that the popularity of an item and its relevance to the 
user affect serendipity. The third model is based on the 
proposed curiosity model stated in (15). 

 𝑠5647~	𝛼 + 𝑎# ∗ 𝑙𝑜𝑔𝑝𝑜𝑝(𝑟4$)	 (13) 

 𝑠5647~	𝛼 + 𝑎! ∗ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑅𝑎𝑡𝑖𝑛𝑔(𝑚$ , 𝑢/)	 (14) 

 𝑠5647	~	𝛼 + 𝑎9 ∗ 𝐶(𝑢$).	 (15) 

Scomp is varied between six definitions of serendipity 
components and two additional metrics shown in Table I. 
Variable α is the regression intercept, while a1, a2, and a3 are 
the respective regression coefficients for each independent 
variable. 

IV. RESULT AND DISCUSSION 

A Curiosity Relationship with Other Metrics 
Our curiosity model is defined by counting unique genres 

rated by the user, which produces an integer value between 1 
and 19, as there are 19 unique genres present in the dataset. For 
easier visualization, the value range was grouped into three 
ranges: lower, middle, and upper, based on the quantile range 
of the unique genre per-user data. Plotting it against the 
popularity of the movie (logpop), users having more diverse 
genre ratings seemed to rate more unpopular movies as 
depicted in Fig. 3. 

It does not always mean that users with the more diverse 
genre only rates less popular items, but it shows that less 
popular movie also tends to have fewer common genres. 
Therefore, users having a more diverse genre means that they 
have more ratings in less popular movies.  

In the previous article, it is assumed that serendipitous items 
are items that less popular but are relevant to the user profile 
[21]. Regression models mentioned in (13) and (14) were used 
to check whether this a ssumption applies to this dataset. The 
regression result is shown in Table VI. 

Using a statistical significance threshold of 0.01, it is 
concluded that movie popularity negatively affects serendipity. 
It can be seen from the negative values of the significant 
estimates. In addition, some serendipity definitions, namely 
unexpected relevance and motivational novelty, do not relate to 
item popularity. Moreover, item popularity does not 
significantly affect user satisfaction but it does negatively affect 
user preference broadening. It is to be expected because the 
more popular the movie is recommended to the users, the more 
likely the users already knows about it. 

Predicted rating variables have a more positive effect on 
serendipity definitions than the previous research [25]. It was 
hinted at by mostly positive and significant coefficients. Its 
impact on user satisfaction and preference broadening was also 
positive and statistically significant. 

G. User Curiosity Effects on Serendipity Components 
The proposed regression model added a user curiosity metric 

based on genre diversity in the user profile, resulting in 

TABLE IV 
USER GENRE PROFILE 

userId Sum 
Adventure 

Sum 
Animation 

Sum 
Children 

Sum 
Comedy ... 

100032 0 0 0 0 ... 
100053 7 0 1 17 ... 
100058 1 1 0 5 ... 
100067 0 0 0 0 ... 
100076 1 1 2 6 ... 
100093 4 0 2 8 ... 
100094 1 0 0 4 … 
100095 0 0 2 0 … 
100101 0 8 0 5 … 
100103 3 1 3 1 … 

… … … … … … 

TABLE V 
USER CURIOSITY PROFILE 

userId Curiosity C(ui) 
100032 0 
100053 3 
100058 3 
100067 0 
100076 4 
100093 3 

… … 

 

Fig. 3 Relationship between user genre diversity with the popularity of the 
popularity and relevance effect on serendipity components. 
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coefficients presented in Table VII. Using a statistical 
significance threshold of 0.01, it can be concluded that user 
genre diversity only affects two serendipity definitions, namely 
unexpected implicit (S5) and unexpected recommendation (S6). 
Additionally, it has better performance in predicting user 
preference broadening (S8). 

V. CONCLUSION 
The experiment has shown that some serendipity definition 

according to the users’ response corresponds to the popularity 
of the movie and its relevance to the user profile. Especially the 
movie relevance, represented as predicted rating value, 
significantly affects item popularity in predicting the 
serendipitous results. The result shows that the user curiosity 
factor affects some users’ perception of serendipitous items and 

positively affects preference broadening but it does not relate 
to user satisfaction. 

While the user curiosity factor proved to affect some 
serendipity components, the significance can still be improved. 
The limitation in this study is by using existing offline data 
from another experiment. For further study, it is suggested to 
use an online method to assess user feedback regarding the 
curiosity factor and its effect on serendipity perception. 
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