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Abstract Semarang City is facing significant environmental challenges, with land subsidence being a critical 
issue that intensifies flood inundation and worsening flood damage. As urban areas expand and climate change 
impacts become more pronounced, understanding and mitigating flood risks are crucial for sustainable urban 
development and disaster management. Therefore, this study aimed to assess flood risk induced by land 
subsidence using machine learning to improve flood management. Five different machine learning models 
(MLMs) were used to assess flood risk, which included Decision Tree (DT), K-Nearest Neighbor (KNN), Logistic 
Regression (LR), Support Vector Machine (SVM), and Random Forest (RF). Additionally, fourteen different 
indices and 2884 sample points were used to train and test the models, with hyperparameter optimization 
ensuring fairness in comparisons. To address uncertainty in the sample dataset, flood hot spots were used to 
validate the rationality of flood risk zoning maps. The study investigated driving factors of different flood risk 
levels, focusing on flood areas to determine flood risk mechanisms in the highest-risk areas. The results showed 
that KNN performed the best and provided the most reasonable flood risk value among the models. Meanwhile, 
curve number (CN), distance to the river (DTRiver), and Building Density (BD) were identified as the top three 
significant factors of flood risk, ranked using the average score decrease in KNN model. Finally, this study 
expanded the application of machine learning for flood risk assessment and also deepened understanding of 
the potential mechanisms of flood risk, and provided perceptions about better flood risk management.
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Abstract. Flood is one of the disasters that often hit various regions in Indonesia, specifically in West Kalimantan. 
The floods in Nanga Pinoh District, Melawi Regency, submerged 18 villages and thousands of houses. Therefore, 
this study aimed to map flood risk areas in Nanga Pinoh and their environmental impact. Secondary data on 
the slope, total rainfall, flow density, soil type, and land cover analyzed with the multi-criteria GIS analysis 
were used. The results showed that the location had low, medium, and high risks. It was found that areas with 
high, prone, medium, and low risk class are 1,515.95 ha, 30,194.92 ha, 21,953.80 ha, and 3.14 ha, respectively. 
These findings implied that the GIS approach and multi-criteria analysis are effective tools for flood risk maps 
and helpful in anticipating greater losses and mitigating the disasters.
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1. Introductin
Floods occur when a river exceeds its storage capacity, 

forcing the excess water to overflow the banks and fill the 
adjacent low-lying lands. This phenomenon represents the 
most frequent disasters affecting a majority of countries 
worldwide (Rincón et al., 2018; Zwenzner & Voigt, 2009), 
specifically Indonesia. Flooding is one of the most devastating 
disasters that yearly damage natural and man-made features 
(Du et al., 2013; Falguni & Singh, 2020; Tehrany et al., 2013; 
Youssef et al., 2011).

There are flood risks in many regions resulting in great 
damage (Alfieri et al., 2016; Mahmoud & Gan, 2018) with 
significant social, economic, and environmental impacts 
(Falguni & Singh, 2020; Geographic, 2019; Komolafe et al., 
2020; Rincón et al., 2018; Skilodimou et al., 2019). The effects 
include loss of human life, adverse impacts on the population, 
damage to the infrastructure, essential services, crops, and 
animals, the spread of diseases, and water contamination 
(Rincón et al., 2018).

Food accounts for 34% and 40% of global natural disasters 
in quantity and losses, respectively (Lyu et al., 2019; Petit-
Boix et al., 2017), with the occurrence increasing significantly 
worldwide in the last three decades (Komolafe et al., 2020; 
Rozalis et al., 2010). The factors causing floods include 
climate change (Ozkan & Tarhan, 2016; Zhou et al., 2021), 
land structure (Jha et al., 2011; Zwenzner & Voigt, 2009), and 
vegetation, inclination, and humans (Curebal et al., 2016). 
Other causes are land-use change, such as deforestation and 
urbanization (Huong & Pathirana, 2013; Rincón et al., 2018; 
N. Zhang et al., 2018; Zhou et al., 2021).

The high rainfall in the last few months has caused much 
flooding in the sub-districts of the West Kalimantan region. 
Thousands of houses in 18 villages in Melawi Regency have 
been flooded in the past week due to increased rainfall 

intensity in the upstream areas of West Kalimantan. This 
occurred within the Nanga Pinoh Police jurisdiction, including 
Tanjung Lay Village, Tembawang Panjang, Pal Village, Tanjung 
Niaga, Kenual, Baru and Sidomulyo Village in Nanga Pinoh 
Spectacle, Melawi Regency (Supriyadi, 2020).

The flood disaster in Melawi Regency should be mitigated 
to minimize future consequences by mapping the risk. 
Various technologies such as Remote Sensing and Geographic 
Information Systems have been developed for monitoring flood 
disasters. This technology has significantly contributed to flood 
monitoring and damage assessment helpful for the disaster 
management authorities (Biswajeet & Mardiana, 2009; Haq 
et al., 2012; Pradhan et al., 2009). Furthermore, techniques 
have been developed to map flood vulnerability and extent 
and assess the damage. These techniques guide the operation 
of Remote Sensing (RS) and Geographic Information Systems 
(GIS) to improve the efficiency of monitoring and managing 
flood disasters (Haq et al., 2012).

In the age of modern technology, integrating information 
extracted through Geographical Information System (GIS) and 
Remote Sensing (RS) into other datasets provides tremendous 
potential for identifying, monitoring, and assessing flood 
disasters (Biswajeet & Mardiana, 2009; Haq et al., 2012; 
Pradhan et al., 2009). Understanding the causes of flooding 
is essential in making a comprehensive mitigation model. 
Different flood hazard prevention strategies have been 
developed, such as risk mapping to identify vulnerable areas’ 
flooding risk. These mapping processes are important for the 
early warning systems, emergency services, preventing and 
mitigating future floods, and implementing flood management 
strategies (Bubeck et al., 2012; Falguni & Singh, 2020; Mandal 
& Chakrabarty, 2016; Shafapour Tehrany et al., 2017).

GIS and remote sensing technologies map the spatial 
variability of flooding events and the resulting hazards 
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1. Introduction
Semarang is a city located on the north of Java Island 

and faces significant challenges due to its vulnerability to 
flooding. The population of this city is 1.7 million, with several 
individuals living in lowland areas that are prone to flooding. 
The impacts of flooding are very severe, including property 
damage, loss of life, and disruption of essential services. As 
a major economic center in Central Java, Semarang plays a 
significant role in commercial, industrial, and agricultural 
sectors. However, this economic importance is threatened 
by recurring flooding leading to infrastructure damage, loss 
of crops, and transportation disruption. The city is currently 
experiencing significant urbanization, with the occurrence 
of new residential and commercial developments in flood-
prone areas. Therefore, to ensure new development is planned 
and constructed to be flood-resilient, there is a need for a 
comprehensive understanding of flood risk (Yuwono et al., 
2021).

Land subsidence refers to the sinking of land, which can 
be caused by various factors such as groundwater pumping, 
natural geological processes, and human activities such as 
urbanization. When land subsides, its height decreases, thereby 
increasing flood risk. In the context of this study, Semarang 
experiences land subsidence, especially in the northeast area, 
which results in the expansion of flood inundation (Yuwono 
et al., 2024). 

According to Chen et al. (2021), there are four methods 
for assessing flood risk which include, historical disaster 

mathematical statistics (HDMS), scenario simulation 
analysis (SSA), multi-criteria decision analysis (MCDA), 
and machine learning models (MLMs). HDMS includes 
analyzing the frequency and severity of past floods, as well as 
identifying patterns and trends in historical flood data. This 
information assists disaster management professionals in 
estimating the possibility and potential impact of future floods 
in affected areas. In this study, HDMS also considers factors 
such as climate change, land use (LU), and infrastructure 
development, which can affect flood frequency and severity. 
Moreover, this method requires a significant amount of 
historical data and may not generalize properly to rapidly 
changing environments. To identify vulnerable areas, SSA with 
2D hydraulic/hydrodynamic model was adopted. The model 
requires extensive hydrological data, high-resolution Digital 
Elevation Models (DEMs), and geometric data, which make 
the models computationally expensive and resource-intensive. 

MCDA has been widely applied in many regions (Ha-Mim 
et al., 2022) using a systematic method. This method combines 
analytical hierarchy process, multi-criteria decision-making, 
and indexing methods with geographic information systems 
(GIS) to create comprehensive flood risk maps. Furthermore, 
the method includes weighting indices to measure risk, which 
often relies on the knowledge of experts. On the other hand, 
MLMs use intelligent algorithms to automatically learn flood 
risk characteristics, providing a new perspective on reliable 
flood risk assessment (Deroliya et al., 2022). Both MLMs and 
MCDA are flexible methods for evaluating complex systems. 
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However, MLMs produce more objective outcomes than 
MCDA, as the models rely on statistical analysis and data 
rather than subjective expert opinions. The models can handle 
missing or incomplete data, resulting in a more efficient and 
cost-effective solution for flood risk mapping compared 
to SSA, which is resource-intensive and computationally 
demanding (Chen et al., 2021).

MLMs have become increasingly popular and are even 
more effective and appropriate for assessing flood risk in 
recent years. Despite this popularity and effectiveness, there is 
still a need to further explore and develop the model (Horvitz 
and Mulligan, 2015). Previous studies have only focused on 
risk zoning, defining high-risk areas, and analyzing methods. 
There has been little investigation into flood risk analysis at 
various levels or detailed characterization of land subsidence 
areas.

Support Vector Machine (SVM) (Salvati et al., 2023) is 
effective in mapping flood susceptibility by using support vector 
regression with hyperparameter optimization, achieving high 
accuracy. Meanwhile, Random Forest (RF) (Costache et al., 
2022) (Saber et al., 2023) is a popular choice due to its accuracy 
in flood risk assessment and high performance in predicting 
flood-prone areas. Logistic Regression (LR) is another valuable 
tool (Costache et al., 2022) for flood susceptibility zonation 
mapping, as it provides accurate results for identifying flood 
risk areas. Decision Trees (DT) are known for interpretability 
and effectiveness in flood risk assessment, which makes these 
models a widely used method in flood mapping endeavors 
(Costache et al., 2024; Prakash et al., 2023). The discussion on 
the improved spatial K-Nearest Neighbor (KNN) algorithm 
focuses on incorporating remote sensing (RS) and GIS data to 
predict flood inundation risk. This comprehensive framework 
includes the acquisition of spatial data, development of 
predictive models, implementation of risk mapping, and 
evaluation modules (Liu et al., 2021).

A total of five different MLMs, consisting of DT, RF, SVM, 
KNN, and LR are applied to evaluate flood risk. The accuracy 
of the model is determined by assessing the prediction 

accuracy and the Receiver Operating Characteristic (ROC) 
curve, which are evaluated using a separate testing dataset. 
The resulting risk maps are compared to recorded inundation 
hot spots. Consequently, this study aimed to determine the 
factors leading to flood risk by examining the fundamental 
mechanisms of flood risk. To achieve this aim, optimal model 
was used in areas with varying levels of risk, with particular 
attention on locations with the highest risk.

The novelty of this exploration is in its comprehensive 
method of assessing flood risk in the context of land subsidence, 
specifically in the exceptional setting of Semarang. The study 
aimed to identify and evaluate ML methods adapted for 
assessing flood risk due to land subsidence, an area that may 
not be extensively covered in existing literature. Moreover, by 
distinguishing and analyzing risk factors at varying levels of 
severity, the exploration provides a nuanced understanding 
of how different factors contribute to flood risk. The study 
conducts a detailed spatial analysis of flood risk patterns in 
the most dangerous areas across various locations, offering 
understanding that can inform aimed interventions. However, 
the main aim of the exploration is to bridge the gap between 
theoretical study and practical application by providing 
actionable and implementable recommendations for flood 
risk management. These elements collectively contribute to 
the originality of the exploration and potential impact on 
improving flood risk management strategies in Semarang.

Semarang is located at 6o 58’S and 110o 25’E in the 
north of Java Island, and has a population of approximately 
1.81 million people, with an annual growth rate of 1.57% per 
year (Yuwono et al., 2019). The northern area of Semarang is 
characterized by infrastructure facilities such as airports and 
bus stations, densely populated areas, ponds, and agricultural 
land, while the southern area is dominated by settlements. 
In addition, the geological structure of Semarang consists of 
three lithologies such as volcanic rocks, marine sediments, and 
alluvial deposits (Kuehn et al., 2010), as shown in Figure 1.

In this study, Kuehn et al. (2010) observed that these 
geological features have contributed to the exceptional 
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different aspects with the flood risk inventory map. In addition to this stage, the flood risk inventory map was 18 

considered as the aim variable to be modeled, while the indices served as the independent variables or predictors 19 

that were used to model the aim variable. The flood risk inventory map was based on a finding of EO4SD (2017), 20 

where EO4SD-Urban stands for "Earth Observation for Sustainable Development - Urban." Moreover, this 21 

method was a program that used Earth Observation (EO) data and satellite imagery to support sustainable urban 22 

development initiatives. The program focused on leveraging the capabilities of EO technology to address various 23 

urban challenges such as urban planning, infrastructure development, environmental management, and disaster 24 

risk reduction. 25 



377

Indonesian Journal of Geography, Vol 56, No. 3 (2024) 375-385

topography and landforms of Semarang, such as hills, valleys, 
and coastal areas. These features have also influenced the 
natural resources and ecosystems of the city, including forests, 
wetlands, and coastal mangroves. Moreover, studying the 
geological and environmental aspects of Semarang is crucial to 
understanding the development and sustainability of the city.

2. Methods
The assessment of flood risk using MLMs consisted of 

three stages, as shown in Figure 2. The first stage included 
creating a sample dataset for model training and testing by 
combining fourteen indices from three different aspects with 
the flood risk inventory map. In addition to this stage, the flood 
risk inventory map was considered as the aim variable to be 
modeled, while the indices served as the independent variables 
or predictors that were used to model the aim variable. The 
flood risk inventory map was based on a finding of EO4SD 
(2017), where EO4SD-Urban stands for “Earth Observation 
for Sustainable Development - Urban.” Moreover, this method 
was a program that used Earth Observation (EO) data and 
satellite imagery to support sustainable urban development 
initiatives. The program focused on leveraging the capabilities 
of EO technology to address various urban challenges such as 
urban planning, infrastructure development, environmental 
management, and disaster risk reduction.

In the second stage, five machine-learning models were 
selected for the assessment of flood hazards. To ensure a fair 
comparison between the models, the training and assessment 
procedures of all models were considered. Furthermore, 
the accuracy of the models was evaluated using recorded 
inundation statistics to verify the predictions of the models. 
At the final stage, additional analyses were performed using 
the flood risk map produced by the best model. This process 
included exploring the characteristics of risk indices for 
different levels of risk and identifying patterns of flood risk in 
the highest-risk areas across different locations. Following this 
discussion, the study aimed to provide effective guidance for 
managing flood risk. 

Machine Learning
2.0.1. Decision Tree

 DT was used for flood modeling because it was efficient 
and effective, with a simple procedure for easy interpretation 

(Chen et al., 2021). Even though DT took time to process 
data, it handled uncertainty for a significant level in the data 
set (Tehrany et al., 2019). Moreover, DT was very flexible in 
handling data of various scales and had high efficiency in 
managing complex relationships. DT algorithm classified the 
influencing factors hierarchically and equivalently according 
to the level of vulnerability and created decision rules based on 
a tree structure that was built on a significant level from a set of 
independent parameters (Tehrany et al., 2019).

2.0.2. Random Forest
RF was a type of machine learning algorithm that 

combined several DT to create an ensemble classifier. Each 
DT in the ensemble was built using a random subset of the 
data and a random subset of the features. In addition, RF used 
a voting mechanism to combine the predictions of each DT, 
leading to a total prediction that was often more accurate 
and strong compared to a single DT. RF method had proven 
to be highly effective in solving classification and prediction 
problems, including those related to flood risk assessment. 
Following this discussion, the method was also widely used in 
flood risk assessment and showed excellent predictive accuracy 
and generalizability (Wang et al., 2015). Two important 
factors in RF included the number of trees and variables in 
each division. In the context of this study, Out of Bag (OOB) 
error represented the prediction error rate, while the average 
decrease in Gini impurity index denoted the importance of 
variables in the model (Arabameri et al., 2019). Gini impurity 
index was expressed in the following Equation.
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Where:

  = purity index

  = category estimation

  = probability

  = error prediction level OOB

 = number of observations

 = truth indicator variable

2.0.3. Logistic Regression
 LR is a statistical method that analyzes the relationship 

between multiple factors and the probability of an event 
occurring. Different from other methods, LR did not require 
the variables to have a normal or causal distribution and 
could work with both continuous and discrete variables or 
a combination of both. However, this process showed that 
the method was a versatile tool that was used in various 
applications. LR model provided an understanding of the 
strength of the relationship between the dependent variable 
and multiple independent variables (Ghosh & Dey, 2021). 
Moreover, the probability of the impact was expressed in 
Equation 3 as follows.
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Where  was the intercept of the model, b1 represented 
the coefficient of LR model and x1 was the condition variable. 
As the value of the logistic coefficient increased, the chance 
of an impact increased. In this context, a positive coefficient 
value in the model showed that the increase in the value of 
the corresponding independent variable was associated with 
an increase in the value of the dependent variable, showing a 
direct relationship between the two variables. In essence, the 
presence or increase of these variables was expected to improve 
the impact, while the absence or decrease of the variables led to 
a decrease in the impact. A negative coefficient value showed 
an inverse relationship between the variables, showing that 
an increase in the independent variable was associated with a 
decrease in the dependent variable (Tehrany et al., 2017).

2.0.4. K-Nearest Neighborhood
The algorithm relied on feature similarity to create new 

predictions of data points. Predicted data was assigned a 
value depending on which points the data best matched in the 
training set. In general, KNN algorithm for flood modeling 
was as follows (Gauhar et al., 2021):
1. Determined the value of i.
2. Calculated the distance between the training data points 

and the points to be classified.
3. Sorted the training data by descending value distance.
4. Made predictions with the majority of nearest neighbors.

2.0.5. Support Vector Machine
SVM is a supervised MLMs that uses statistical learning 

theory and the principles of structural risk minimization. This 
method mapped native inputs into a high-dimensional feature 
space, finding the maximum separation margin between 
classes and constructing a hyper-classification field in the 
middle of the maximum margin (Tien Bui et al., 2018) with 
the help of a training dataset. Additionally, the strong ability of 
SVM to partition non-linear data made it a highly popular and 
efficient MLMs for assessing flood risk (Tehrany et al., 2019).

Flood Risk Assessment
Flooded areas were detected by examining the flood 

inventory of areas affected during the 2012-2020 floods, as 
well as documents obtained from the local government (The 
Regional Agency for Disaster Countermeasure of Semarang) 
that showed areas that had flooded historically. Following 
the discussion, the history of flood events was identified by a 
ground survey conducted in 2021. This survey was confirmed 
by Regional Board for Disaster Management (BPBD) in 
Semarang and also through social media, which showed 
the severity of the flooding. The process of selecting index 
variables should be systematic and inclusive, and the criteria 
for selecting index variables should be autonomous. Moreover, 
this study selected fourteen indices, which were categorized 
into three aspects, namely disaster triggers, disaster-prone 
environment, and disaster-affected population (Chen et al., 
2021).

Disaster triggers consisted of four variables which included 
precipitation (P), land subsidence rate (Ls), geology (GL), and 
groundwater level (GWL) as reported by (Nadiri et al., 2021). 
Furthermore, precipitation triggered floods because when the 
precipitation rate exceeded the capacity of soil to absorb the 
water, the excess water flowed over the ground as surface runoff, 
which accumulated in lowlands and caused flooding. This 
process was worsened by factors such as topography, soil type, 
and LU. In addition to the discussion in this exploration, heavy 
and prolonged precipitation also increased the water levels in 
rivers, lakes, and other bodies of water, leading to flooding. 
Land subsidence was selected because it was often associated 
with the expansion of inundation of flooding (Abidin et al., 
2015; Yuwono et al., 2021; Zainuri et al., 2022). Moreover, when 
the ground sank or settled due to natural or human-induced 
factors, such as over-extraction of groundwater, the elevation 
of the land surface was lowered. This process caused changes 
in the direction and flow of water, leading to the formation 
of new drainage patterns and the alteration of existing ones. 
In some cases, land subsidence also led to the formation of 
sinkholes, which rapidly drained water and caused localized 
flooding. The subsidence caused the elevation of river beds 
and canals to be lower, which increased the risk of flooding 
during heavy rainfall events. Therefore, land subsidence was 
closely associated with flood risks and worsened the impacts 
in affected areas. Topographic Wetness Index (TWI) showed 
the distribution of soil moisture in a watershed, while CN 
represented the amount of surface runoff from rainfall events. 
In addition, CN method was developed by Natural Resources 
Conservation Service (NRCS) in the United States (Soulis, 
2021). Table 1 showed the fourteen indices considered as 
independent variables.

The hazard-prone environment consisted of eight indices, 
each representing a different characteristic of the environment 

 

6 

 

classification and prediction problems, including those related to flood risk assessment. Following this discussion, 1 

the method was also widely used in flood risk assessment and showed excellent predictive accuracy and 2 

generalizability (Wang et al., 2015). Two important factors in RF included the number of trees and variables in 3 

each division. In the context of this study, Out of Bag (OOB) error represented the prediction error rate, while the 4 

average decrease in Gini impurity index denoted the importance of variables in the model (Arabameri et al., 2019). 5 

Gini impurity index was expressed in the following Equation. 6 

 7 

 = ∑  =  1 −  =  = 1 − ∑  =  																																		1) 8 

  = 1 − 
 ∑ 	

  100%					)  9 

as follows: 10 

 = ∑  =  1 −  =  = 1 − ∑  =                                      (1) 11 

 = 1 − 
 ∑ 	

  100%            (2) 12 

Where: 13 

  = purity index 14 

 =   = category estimation 15 

 =    = probability 16 

   = error prediction level OOB 17 

N  = number of observations 18 

  = truth indicator variable 19 

 20 

2.1.3. Logistic Regression 21 

 LR is a statistical method that analyzes the relationship between multiple factors and the probability of an 22 

event occurring. Different from other methods, LR did not require the variables to have a normal or causal 23 

distribution and could work with both continuous and discrete variables or a combination of both. However, this 24 

process showed that the method was a versatile tool that was used in various applications. LR model provided an 25 

understanding of the strength of the relationship between the dependent variable and multiple independent 26 

variables (Ghosh & Dey, 2021). Moreover, the probability of the impact was expressed in Equation 3 as follows. 27 

 = 
            (3) 28 

Where P was the probability of an impact between 0 and 1 on the sigmoid curve and z represented the linear 29 

combination shown in Equation 4 as follows: 30 

 =                 (4) 31 

Where  was the intercept of the model, b1 represented the coefficient of LR model and x1 was the condition 32 

variable. As the value of the logistic coefficient increased, the chance of an impact increased. In this context, a 33 



379

Indonesian Journal of Geography, Vol 56, No. 3 (2024) 375-385
Table 1. Dataset for Fourteen Indices

Indices Feature Source Data Resolution Type
1 Precipitation (P) 2017 Geospatial Prihanto et al. (2017) 0.1 deg x 0.1 deg Raster

2 Digital Elevation Model 
(DEMs)

Information 
Agency DemNAS 8.2 x 8.2 Raster

3 Slope (S)
Geospatial 
Information 
Agency 

DemNAS    

4 Topographic Wetness 
Index (TWI) Cloud Processing Topographic Indeks 200m x 200m Raster

5 Road Density (RD) (m/
Km2)       Vector

6 Distance to Road (D2R)  Analysis Geospatial Data shp 200m x 200m Vector

7 Distance to River 
(DTRiver)  Analysis Geospatial Data shp 200m x 200m Vector

8 Curve Number (CN)  Analysis     Vector
9 Population Density (PD)  Analysis Central Bureau of Statistics 200m x 200m Vector

10 Land Use (LU) Cloud Processing Lansat Image 200m x 200m Vector
11 Distance to Fault(D2F)  Analysis Geology Map 20m x 22m Vector

12 Ground Water Level 
(GWL)

Yuwono et al. 
(2013)

Geology Agency – Center 
for Groundwater and 
Environmental Geology

200m x 200m Vector

13 Land Subsidence(LS) Yuwono et al 
(2024) Sentinel 1A 20 x 22 m Vector

14 Geological Setting (GS) Geology Agency Geology Map 200m x 200m Vector

(Chen et al., 2021). The first index was precipitation, and 
the second index was DEM, providing information about 
the elevation of the land surface. Furthermore, regions that 
showed a lower elevation in DEM were typically at a higher 
risk of experiencing flood hazards (Wang et al., 2015). The 
third index was slope (S), which showed the steepness of the 
terrain, while the fourth index was TWI. The fifth index was 
RD, showing how many roads were present in the surrounding 
area. RD served as a significant parameter in assessing the 
drainage capacity of a region since roads facilitated floodwater 
drainage. The sixth was Distance to Road (D2R), measuring 
how far an area was from a road. The seventh index was the 
distance to the river (DTRiver) which measured the proximity 
of an area to a river and the potential for flooding. Meanwhile, 
the eighth index was CN, used to assess the susceptibility of an 
area to soil moisture and waterlogging. 

The disaster-prone area was determined by PD (Chen et 
al., 2021), and Indices were used to measure the intensity of 
the population and assets in the area (Li et al., 2020). Regions 
with higher population densities were expected to have greater 
vulnerability to flooding and suffer more severe consequences 
as a result. This effect happened because there were more people 
and assets at risk of damage or displacement. Therefore, it was 
important to consider population density when assessing the 
potential impact of flooding in a particular area.

LU significantly contributed to flood hazards  (Miladan 
et al., 2019), as urbanization and industrial activities often 
included extensive groundwater extraction, leading to 
subsidence as the ground compacted and sank. Additionally, 
construction and paving over natural landscapes reduced 
the ability of the land to absorb water, increasing runoff 
and flooding. Agricultural practices, such as irrigation, also 
lowered groundwater levels, worsening subsidence. Moreover, 

deforestation and land development disrupted natural water 
flow and soil stability, further increasing flood risks. 

The distance to the fault (D2F) significantly influenced 
flood hazards induced by land subsidence (Ebrahimy et al., 
2020). Faults facilitated subsidence through tectonic activities 
such as faulting and ground movements. In addition, areas 
closer to active faults were more susceptible to subsidence, 
as fault movements caused rapid changes in land elevation. 
This subsidence altered drainage patterns, increased flood 
vulnerability, and compromised flood control infrastructure 
effectiveness. Moreover, faults intersected with groundwater 
aquifers, accelerating subsidence processes when water 
extraction occurred.

GS performed a crucial role in influencing flood risks 
induced by land subsidence (Abidin et al., 2015). Regions 
with loose, unconsolidated sediments such as clay, silt, and 
sand were more prone to subsidence when groundwater 
was extracted, leading to increased flood risk. Furthermore, 
extensive groundwater aquifers in certain geological settings 
worsened subsidence when over-exploited, while active 
tectonic areas experienced subsidence due to faulting, altering 
topography, and increasing flooding. Low permeability soils 
retained water longer, prolonging floods in subsided areas, but 
coastal and deltaic regions faced compounded risks from both 
subsidence and sea-level rise.

Machine learning methods were applied to create risk 
maps from spatial distribution models (SDMs) in a Python 
programming environment. There was a necessity to transfer 
all variables onto a grid with a resolution of 200 meters. 
Moreover, this process included converting the original 
data into a gridded format in which each variable value 
corresponded to a specific location on the grid, allowing for a 
more precise and accurate analysis of the data.
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                                     a.  Precipitation                                     b. DEM 

                                            c.  Slope            d. TWI e Road Density

                           f.  Distance to Road                  g. Distance to River                                  h. Curve Number

                       i. Population Density           j. Land Use                          k. Distance to Fault

                          l. Ground Water Level               m. Land Subsidence Rate     n. Geological Setting

Figure 3. Spatial Distribution of Fourteen Indices included (a)Precipitation, (b) DEM, (c) Slope, (d) TWI, (e) Road Density, (f) Dis-
tance to Road, (g) Distance to River, (h) Curve Number, (i) Population Density, (j) Land Use, (j) Distance to Fault, (l) Ground Water 

Level, (m) Land Subsidence Rate, and (n) Geological Setting.
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3. Result and Discussion 
The dataset used in this study was created by using flood 

risk inventory maps that were published in EO4SD Flood Risk 
Map. This map was a project by European Space Agency (ESA) 
that aimed to develop and provide satellite-based information 
services to support disaster risk reduction and management 
activities related to floods. Additionally, the project used EO 
data to generate flood maps and risk assessment models. The 
spatial distributions of fourteen indices were shown in Figure 
3.

Model Comparison
A hyperparameter was a parameter whose value was 

set before the learning process started. The parameter was 
not directly learned from the data but rather specified by 
the practitioner, usually through trial and error, and affected 
the performance of the learning algorithm. Following the 
discussion, examples of hyperparameters in machine learning 
included learning rate, regularization parameter, and number 
of hidden layers in a neural network. Hyperparameter 
function in machine learning was used to tune the parameter 
of a learning algorithm. However, this hyperparameter was a 
major part of the model selection process and was typically 
performed using a validation set. The function took in a 
set of hyperparameters as input and returned a scalar value 
that represented the performance of the learning algorithm 
on the validation set. The objective was to find the set of 
hyperparameters that produced the best performance on 
the validation set. Moreover, this process was known as 
hyperparameter tuning or hyperparameter optimization. The 
main hyperparameters of DT, KNN, LR, SVM, and RF were 
shown in Table 2. The flood risk maps of the five models, 
shown in Figure 4 were compared to the actual inundation 
points to determine the accuracy of the flood features captured 
by these models.

Six different models were selected with the best 
hyperparameters for data training and data testing which 

consists of 2230 points for training and 558 points for testing. 
The accuracy of these models on the testing dataset was 
recorded and shown in Table 3 to conveniently compare all 
the models’ ROC curves. Additionally, for assessing multi-
class categorization models using macro average (Figure 4), 
each class was handled equally irrespective of size because it 
calculated the average metric of each class without considering 
class imbalance. The metric such as accuracy, precision, recall, 
or F1-score was computed individually for each class to 
determine the macro-average. This method was helpful when 
there was an uneven distribution of classes and it was crucial 
to give each subject the same weight.

ROC curve was a graphical representation of the 
performance of a binary classifier system, plotting the true 
positive rate (TPR) against the false positive rate (FPR) at 
various threshold settings. ROC curve determined the optimal 
threshold for a given model, and the area under the curve 
(AUC) was a measure of how well the model distinguished 
between positive and negative classes. In addition, Figure 5 
showed ROC curves for the different models being evaluated, 
with each curve representing the performance of a particular 
model, where x-axis represented FPR, and y-axis represented 
TPR. Each point on the curve corresponded to a specific 
threshold setting, and the diagonal line represented the 
performance of a random classifier. As a curve became farther 
from the diagonal line, the model’s performance became better. 
Moreover, Table 3 showed AUC values for the different models 
being evaluated, along with other metrics such as accuracy, 
precision, recall, and F1 score. AUC values ranged from 0 to 1, 
with a value of 0.5 showing a random classifier and a value of 
1 representing a perfect classifier. Given the scenario, as AUC 
value increased, the performance of the model increased. Both 
ROC and AUC provided a comprehensive evaluation of the 
performance of different models on the testing dataset. By 
analyzing ROC curves and AUC values, explorers determined 
which model was the most effective in distinguishing between 
positive and negative classes.

Table 2. Hyperparameter Tuning
Method Hyperparameter Tuning

DT ‘dt__criterion’: ‘gini’,
‘dt__max_depth’: 5,
‘dt__max_features’: ‘auto’, ‘dt__max_leaf_nodes’: 8,
‘dt__splitter’: ‘best’}

KNN ‘knn__n_neighbors’: 1,
‘knn__p’: 1

LR ‘lr__C’: 3,
‘lr__multi_class’: ‘multinomial’,
‘lr__penalty’: ‘l2’,
‘lr__solver’: ‘lbfgs’

SVR ‘kernel: Sigmoid’
‘svm__C’: 10,
‘svm__gamma’: ‘scale’,

RF ‘rf__criterion’: ‘gini’, ‘rf__max_depth’: 4, ‘rf__max_features’: ‘auto’, 
‘rf__max_leaf_nodes’: 6,
‘rf__n_estimators’: 100}
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The findings showed that KNN model performed the 
best, followed by SVM, RF, LR, and DT. Specifically, KNN 
achieved a prediction accuracy of 76.21% and AUC value of 
0.85. Observation showed that the performance differences 
between the models were not significant, and the sample 
dataset used might have some uncertainty. Therefore, it would 
be premature to conclude that KNN was the best model for 
flood risk assessment.

KNN model was considered in this study to generate 
the flood risk map because it performed best at accurately 
predicting flood-prone areas. KNN algorithm excelled in 
classification tasks by finding the similarity between data 
points and assigning labels based on the majority class of 
neighboring points.

After analyzing the flood risk map, evidence was shown 
that urban areas bore the highest risk of flooding, particularly 
in North Semarang, Central Semarang, and Genuk districts. 
This finding showed the vulnerability of densely populated 
urban zones to flooding events. Moreover, urbanization led 
to increased impervious surfaces such as roads and buildings, 
which worsened flood risks by limiting natural drainage 
pathways and increasing surface runoff.

North Semarang, Central Semarang, and Genuk districts 
possibly faced heightened flood risk due to various factors 
such as inadequate drainage infrastructure, improper LU 
planning, and proximity to water bodies prone to overflow 
during heavy rainfall or storm events. Additionally, factors 
such as topography, soil type, and historical flood data might 
have contributed to the elevated risk levels in these regions.

Understanding the specific vulnerabilities of these 
urban districts was crucial for implementing effective flood 
mitigation measures and urban planning strategies. This 
process could include investment in better drainage systems, 
green infrastructure to improve water absorption, LU zoning 
regulations to limit development in flood-prone areas, and 
community awareness programs to promote preparedness 

and resilience against flooding events. However, by addressing 
these issues proactively, authorities could work towards 
reducing the impact of floods on both infrastructure and 
communities, eventually improving the total resilience of the 
affected regions.

High-Risk Zone Analysis
The city of Semarang faced a range of flood risks that were 

connected to different factors across its various neighborhoods 
and districts. North Semarang area and neighborhoods 
located around the East Banjir Kanal in North Semarang were 
particularly prone to flooding due to the urban texture, high 
population density, and presence of commercial centers of 
these cities. Conversely, the southern part of the Semarang 
had a low flood hazard rating because of its higher elevation 
and slope, causing less flood risk. The suburbs of the city such 
as Tugu district in the west-north, had a low vulnerability 
to flooding, leading to low levels of flood risk. Relating to 
the discussion, understanding the specific characteristics 
of each area was crucial for developing and implementing 
effective flood management strategies. Urban-coastal regions 
were observed to have the highest flood risk, largely due to 
severe disaster-inducing factors. These areas were particularly 
vulnerable because of their proximity to the coast and high 
population density. Consequently, implementing rigorous and 
scientifically backed measures for flood control in coastal cities 
was crucial. Such measures mitigated the potential damage 
and improved the resilience of these urban areas against future 
flooding events.

An average score decrease was a useful tool for 
understanding and optimizing MLMs, especially when 
handling dimensional datasets with many potential features 
(Breiman, 2001). This decrease was used to quantify the 
ranking of values, which were CN, DTRiver, BD, TWI, DR, 
D2R, slope, GWL, Geology, and Land LS, as shown in Figure 
6.

Figure 4. Macro Average Flood Risk in Five ML Models 

 Table 3. Accuracy and AUC Values of Five ML Models

Model DT KNN LR SVM RF
Accuracy 45.52 76.21 51.25 64.77 60.36
ROC 0.77 0.85 0.82 0.89 0.85
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4. Conclusion 
In conclusion, the five MLMs used in this study were 

carefully selected to ensure a comprehensive analysis of 
flood risk in the studied areas. The twelve indices used in 
the exploration provided a strong framework for flood risk 
assessment induced by land subsidence, and the flood risk 
inventory maps provided a comprehensive overview of the 
affected areas. Based on this study, KNN model had the 
highest performance, followed by SVM, RF, LR, and DT, 
respectively. Additionally, the model algorithm was a widely 
applied supervised learning method, known for its simplicity 
and effectiveness, as corroborated by (Le et al., 2021). In the 
context of flood risk mapping, which often included large 
datasets with various environmental and geographical factors, 
KNN was exceptional for its ability to handle high-dimensional 
data efficiently. The method achieved this result by focusing 
on the most relevant features for handling noisy or missing 
data (Tuerhong et al., 2021). Moreover, the model provided 
interpretable results by basing its predictions on the proximity 
of data points. This interpretability aided in understanding 
the factors contributing to flood risk and in identifying areas 
more possibly to be affected by flooding in Estahban Iran, as 
shown by (Razavi-Termeh et al., 2024). Additionally, radar 
interferometric methods and MLMs (KNN, RF, and CART) to 
predict and map land subsidence in a semiarid region of Iran 
with all three models had acceptable performance (Gharechaee 
et al., 2023).

After analyzing the potential mechanisms of flood risk, 
several critical factors were identified as susceptible to flooding, 
such as topography, LU, precipitation patterns, CN, flood 
vulnerability, land subsidence, and factors that contributed to 
land subsidence, such as geological setting and depletion of 
the elevation of groundwater. Moreover, CN was essential in 
this context, as it combined land use, soil type, and moisture 
conditions to estimate potential runoff, providing a simplified 
yet accurate representation of watershed’s hydrological 
response. The results showed that CN was the most important 
variable in flood risk modeling. This result was because CN was 
a critical component in flood modeling due to its hydrological 
relevance, simplicity, integration with existing models, ability 
to incorporate detailed land and soil information, scalability, 
and historical validation. These factors collectively improved 
the accuracy and effectiveness of flood prediction and 
management efforts. Relating to this discussion, the finding 
was similar to the study by (Naemitabar et al., 2020). 

By using KNN machine learning algorithm to assess flood 
risk triggered by land subsidence, new understanding was 

provided concerning the variables assumed to be factors causing 
the expansion of floods, particularly in areas experiencing land 
subsidence. In addition, high flood-risk conditions were found 
in areas with significant land subsidence rates, specifically in 
North Semarang, East Semarang, Gayamsari, and Genuk. The 
study findings supported flood hazard mapping presented by 
(Yuwono et al., 2024)

The study aimed to handle the uncertainty of the dataset 
and optimize the hyperparameters of the models, which had 
not been done in previous studies. The findings showed the 
importance of considering uncertainty and hyperparameter 
optimization in the modeling process and provided a more 
comprehensive understanding of the potential of MLMs. 
Moreover, effective flood management strategies were 
proposed, such as improving DEMs’ accuracy and road 
conditions, constructing new urban areas at higher elevations, 
and strengthening underground drainage systems and road 
constructions in urban areas. Additionally, the exploration 
showed the requirement for a more comprehensive evaluation 
system that considered social and economic dimensions of 
coping capacities and resilience in future studies. The study 
in general offered a valuable understanding of flood risk 
mechanisms and proposed effective strategies to manage the 
risk.
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