The Comparison of ReliefF and C.45 for Feature Selection on Heart Disease Classification Using Backpropagation
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Abstract

One of the datasets used to classify heart disease is UCI dataset. Unfortunately, the dataset contains missing data. Backpropagation is an easy and fast method, but it is very dependent on input data so if there is missing data, it can reduce the performance of the backpropagation. One of the techniques used to handle missing data is feature selection. This study compares ReliefF and C4.5 algorithm in feature selection. The purpose of the study is to find way in overcoming missing data by feature selection to improve backpropagation performance in the heart disease classification. The results of these algorithms are applied to the classification by Backpropagation. The results will be measured based on accuracy, precision, and recall. The performance results of the ReliefF and Backpropagation are above 82%. The performance results of C4.5 and backpropagation are 80.54% on average for accuracy, recall and precision. Based on the results it can be concluded the ReliefF gives better
performance on backpropagation than C4.5. ReliefF is also able to handle missing data by performing feature selection to improve the performance of the backpropagation method for heart disease classification compared to C4.5. Although the C4.5 algorithm is able to provide increased performance on backpropagation, C4.5 is not appropriate to be used as a feature selection method for handling missing data.
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1. INTRODUCTION

Classification is the process of classifying an object based on a specific model [1]. Classification is often used in various fields, such as the fields of health, environment, and data investigations [2]. The application of classification has been widely used in the health sector, one of which is to predict heart disease. Heart disease is currently one of the biggest causes of death in the world [2]. Heart disease is caused by narrowing of the arteries which function to deliver nutrients and oxygen to the heart [3]. Some of the factors that influence heart disease are high cholesterol levels, high blood pressure, obesity, heredity, and others [4]. Heart disease can be predicted by carrying out an electrocardiogram test, in order to predict early symptoms of heart disease by measuring and recording heart activity [5]. The importance of classification in data mining and machine learning is that it can be used to concluding obscure classes using overall sample learning [6].

One of the dataset that is often used in research to classify heart disease prediction is dataset from the University of California Irvine (UCI) which can be accessed at https://archive.ics.uci.edu/ml/datasets/heart+disease. In this dataset there are 76 features for diagnosing heart disease, of the 76 features only published by UCI are 14 features namely age, gender, type of chest pain, blood pressure, cholesterol, fasting blood sugar, electrocardiography, maximum heart rate, induced angina, oldpeak, ST slope, fluoroscopy, heart rate type and label features consisting of healthy and sick. Features in dataset UCI have missing data, those are fluoroscopy (ca) as many as 291 data, heart rate type (thal) as many as 266 data, ST slope as many as 166 data, cholesterol (chol) as many as 23 data, fasting blood sugar (fbs) as many as 8 data, and electrocardiographic blood pressure, maximum heart rate, angina exercise has 1 data. Missing data causes a lack of information and affects classification performance [7] [8]. Handling of missing data can be solved by several methods, namely feature selection, missing data imputation, deletion and etc. Feature selection is a technique that reduces the number of features, removes irrelevant, redundant, or noisy data, speeds up the classification algorithm, and improves the classification performance [9]. Missing data can be handled using feature selection by removing features that have the least amount of information or have the most missing data.

Feature selection works to eliminate features that are not important [10]. One of method that can be used to select the most important features is the ReliefF algorithm. ReliefF was ranked each features by using the weight from each feature. The greater weight of a feature, the more important feature in a dataset [11]. ReliefF algorithm is a filter-based feature selection model that is widely applied and has great classification efficiency [12]. The advantages of this algorithm are it does not limit the data types used and can effectively deal with multi-class problems, missing data, and noise tolerance [13]. Several studies use the ReliefF algorithm to handle missing data in their studies. Balaiarsingh et al., [14] applied ReliefF and used Support Vector Machine (SVM) to classify several diseases, one of which is Colon tumor disease with an accuracy of 84.26%. Unfortunately, this research only calculates the result of accuracy. Q. Liu et al., [15] combining ReliefF and Random Forest (RF) algorithms to diagnoses dermatology data in the health sector. The study resulted the accuracy of 91.82%, but they did not measure precision and recall. Yahdin et al., [16] used ReliefF algorithm to find the most
important features of prediction of educational background relevance with jobs after graduating from school. This study used Naive Bayes and KNN methods to measure the success rate of ReliefF algorithm. The results of the accuracy of the data before the feature selection process for Naive Bayes method were 73.43% and KNN method were 66.24%. After the feature selection process the accuracy obtained in both methods increased to 74.38% for the Naive Bayes method and 72.22% for the KNN method. However, this study did not measure the RMSE value and the results of the accuracy were still in the pretty good category.

Another method that can provide information on the importance of a feature is the C4.5 algorithm. Algorithm C4.5 is a classification algorithm based on a tree algorithm, where the results of each root and sub-branch show the features that most influence the classification of the dataset. The features that have no effect will not appear in the tree of C4.5. C4.5 algorithm is one of the most frequently used classification algorithms for making decisions [17]. Algorithm C4.5 has several advantages, namely it can work with a smaller training dataset than is required for perfect accuracy, and it can make decisions that are more accurate as a result. [18]. Suyatno, Nhita & Rohmawati [19] applied the C4.5 algorithm to rainfall forecasts in Bandung district. In this study, before using the C4.5 algorithm it resulted the accuracy of 60%. After features selection, the accuracy increase to 93.33%. Pujianto et al., [20] The prediction study of inpatients with diabetes in the hospital used the C4.5 algorithm to obtain an accuracy of 82.74%, a precision of 87.1% and a sensitivity of 82.7%. Prasetyo & Prasetyo [21] conducted research on heart disease diagnoses using the C4.5 algorithm and obtained an accuracy of 72.98% and then combined with Bagging and obtained an accuracy of 81.84%. Datasets with complete data are better at classifying things than datasets with any missing data.

Backpropagation is a simple, fast, easy to analyze and flexible classification method. Backpropagation is an algorithm that use to classify a new weight for each feature and minimize the number of errors between the actual value and the predicted value [22]. The advantage of backpropagation is that it has good computational properties, especially when processing data on a large and complex scale [23]. Unfortunately, backpropagation is a very sensitive algorithm and depends on the conditions of the input data. If there are features that contain missing data, it can seriously affect the performance degradation of the backpropagation method. If the problem of missing data is not resolved properly it can result in overfitting. Backpropagation uses random numbers to help learn or classify patterns from available input data. If data is not available, backpropagation will assume that the input value is zero, it can affect the classification results. [8], Zhang et al., [24] used the Backpropagation Neural Network (BNN) to study heart disease and colorectal cancer. It had an accuracy of 75%, a precision of 70% and a recall of 80%. Mhatre & Varma [25] conducted a study to predict heart disease. The study produced an accuracy of 78.76%. However, the study does not calculate other evaluation performance measures. Al-Barzinji et al., [26] used the backpropagation method to predict heart disease and the results were very good. It had an accuracy result of 82.17%, a precision of 81%, and a recall of 79%.

This study combines feature selection algorithms to overcome missing data and classification method for heart disease classification. In the UCI dataset there are several attributes that have missing data with different percentages. For feature selections, this study applies the ReliefF and the C4.5 algorithms. The results of feature selection will be classified using the backpropagation method. This comparison was carried out to find which algorithm can help handle missing data problems and improve the performance of the backpropagation method in the classification of heart disease. This study also compares the performance results between backpropagation classification with feature selection and the performance results of backpropagation classification without using feature selection in the UCI dataset. The UCI dataset is a heart disease dataset which has some features that contain missing data. In this study, performance comparisons were made based on the results of accuracy, precision and recall obtained in each classification either with feature selection or without feature selection. The results of this study are expected to be able to provide recommendations for the best technique that can be used to overcome missing data in classification using the
backpropagation method. The results of this study can be applied to various datasets that have missing data problems.

2. METHODS

There are four stages in the research method, namely:

2.1 Definition of dataset

The data used in this study is in the form of secondary data which is data from patients with heart disease obtained from the UCI Machine Learning Repository which can be downloaded at https://archive.ics.uci.edu/ml/datasets/heart+disease. The features used in the prediction of heart disease patients are 14 features, there are, age, sex, cp, chol, flurosopy, fbs, induced angina, electrocardiography, tresrbps, thalac, oldpeak, ST slope or slope, and heart rate. An explanation of each feature and the amount of missing data for each feature is described in Table 1. In Table 1, it can be seen that the features that have the most missing data are the ca or flurosopy features of 97.97%, the thal or heart rate type features of 90.48%, and the ST slope feature of 56.46%. Some other features such as cholesterol and fasting blood sugar (fbs) only have some missing data, cholesterol features of 7.82% and fbs features is only 2.72%. The rest of the features in the dataset only experience a small amount of missing data, with an average of 0.15%.

2.2 Feature Selection

Feature selection consists of two steps. The steps are:

2.2.1 The ReliefF Algorithm

The steps of the ReliefF algorithm are as follows:

i. Initialize all weights with a value of 0.

ii. Determine the probability value of each class appearing in the data. The probability value is used to calculate the weight of the features that are calculated using the ReliefF algorithm.

iii. Calculate the k-near hit and k-near miss values with Equation 1 [27].

\[
\text{dist}(p, q) = \sum_{l=1}^{n} |p_l - q_l|
\]  \hspace{1cm} (1)

iv. Calculate the diff value using Equation 2 which is then used in calculating the weights [28].

\[
\text{diff} (A, R_i, R_j) = \frac{\text{nilai}(A, R_i) - \text{nilai}(A, R_j)}{\max(A) - \min(A)}
\]  \hspace{1cm} (2)

v. Calculate the weights for each feature, using Equation 3 [29].

\[
W[A] - W[A] - \sum_{j=1}^{k} \frac{\text{diff}(A, R_i, R_j)}{m \cdot k} + \sum_{c=\text{class}(R_i)} \frac{P(C)}{1 - P(\text{class}(R_i))} \sum_{j=1}^{k} \frac{\text{diff}(A, R_i, M_j(C))}{m \cdot k}
\]  \hspace{1cm} (3)

vi. Sort the results of the weight value (weight) of each feature from the largest to the smallest (rank).

Compare the accuracy values in each experiment by removing features from the smallest weight. Issue features that have been reduced based on rank and the accuracy value of the influence of these features on labels.
Table 1. Definition Features

<table>
<thead>
<tr>
<th>No.</th>
<th>Feature name</th>
<th>Definitions</th>
<th>Data type</th>
<th>Missing data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>age</td>
<td>year</td>
<td>continuous</td>
<td>-</td>
</tr>
<tr>
<td>2.</td>
<td>sex</td>
<td>0 = female 1 = male</td>
<td>discrete</td>
<td>-</td>
</tr>
<tr>
<td>3.</td>
<td>chestpain (cp)</td>
<td>1 = typical angina 2 = atypical angina 3 = non-anginal pain 4 = asymptomatic</td>
<td>discrete</td>
<td>-</td>
</tr>
<tr>
<td>4.</td>
<td>resting blood pressure (trestbps)</td>
<td>mm Hg (taken at the time of admission to the hospital)</td>
<td>continuous</td>
<td>1</td>
</tr>
<tr>
<td>5.</td>
<td>cholesterol (chol)</td>
<td>in mg/dl</td>
<td>continuous</td>
<td>23</td>
</tr>
<tr>
<td>6.</td>
<td>fasting blood sugar(fbs)</td>
<td>Blood sugar &gt; 120 mg/dl 0 = true 1 = false</td>
<td>discrete</td>
<td>8</td>
</tr>
<tr>
<td>7.</td>
<td>resting electrocardiographic results (restecg)</td>
<td>0 = normal 1 = have a wave disorder ST-T 2 = showed left ventricular hypertrophy</td>
<td>discrete</td>
<td>1</td>
</tr>
<tr>
<td>8.</td>
<td>maximum heart rate (thalac)</td>
<td>continuous</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>9.</td>
<td>angina exercise (exang)</td>
<td>0 = no 1 = yes</td>
<td>discrete</td>
<td>1</td>
</tr>
<tr>
<td>10.</td>
<td>Old peak or depression induced by exercise relative to rest</td>
<td>continuous</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>11.</td>
<td>slope (ST)</td>
<td>1 = tilt up 2 = flat 3 = tilt down</td>
<td>discrete</td>
<td>114</td>
</tr>
<tr>
<td>12.</td>
<td>ca or fluoroscopy</td>
<td>0-3 value</td>
<td>discrete</td>
<td>291</td>
</tr>
<tr>
<td>13.</td>
<td>heart rate type (thal)</td>
<td>3= normal 6= fixed 7= reversible defect</td>
<td>discrete</td>
<td>266</td>
</tr>
<tr>
<td>14.</td>
<td>Num (heart disease diagnosis label)</td>
<td>0 = &lt;50% diameter narrowing (healthy) 1 = &gt;50% diameter narrowing (sick)</td>
<td>discrete</td>
<td>-</td>
</tr>
</tbody>
</table>

2.2.2 C4.5 Algorithm

The application of Algorithm C4.5 can be applied as follows:

i. Count the number of cases and the number of occurrences.

ii. Calculate the total entropy value based on using Equation 4.

\[ Entropy(S) = \sum_{i=1}^{n} -p_i \log_2 p_i \] (4)

iii. Calculate the gain value with Equation 5.

\[ Gain(S, \Delta) = Entropy(S) - \sum_{S_i \in \Delta} \frac{|S_i|}{|S|} \times Entropy(S_i) \] (5)

iv. Find the highest gain value for each feature in the heart disease dataset.

v. Obtain a conclusion which features have the most influence in predicting heart disease.

2.3 Classification with Backpropagation Neural Network

The features that have been selected using the ReliefF and C4.5 algorithms will be tested using the Backpropagation Neural Network method. Backpropagation works by passing information from the input layer to the hidden layer, and then from the hidden layer to the output layer. The architecture of backpropagation can be seen in Figure 1 [30].

![Figure 1. Backpropagation Neural Network Architecture](image-url)
2.4 Evaluation

The results obtained from these stages will be compared using several classification performances. Classification performance can be measured using a confusion matrix, namely accuracy, precision, and recall [31].

a. **Accuracy**

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \times 100\%
\]

b. **Precision**

\[
\text{Precision} = \frac{TP}{FP + TP} \times 100\%
\]

c. **Recall**

\[
\text{Recall} = \frac{TP}{TP + FN} \times 100\%
\]

The entire stages carried out at the study can be seen in Figure 2.

![Figure 2 Research Stages in The Study](image)

In addition to evaluating the results of accuracy, precision, and recall, this study will also use RMSE (Root Mean Squared Error) to calculate how accurate the test results are. RMSE is a measure of how accurate a prediction model is. It is calculated by adding up the squared errors from all of the predictions made by the model. This can help to show how big a error was generated by the model when making predictions. Equation 9 is the formula used to calculate RMSE [32].

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (O_i - R_i)^2} ; 0 \leq \text{RMSE} \leq \infty
\]

3. RESULT AND DISCUSSION

The UCI dataset consists of 14 features, 13 independent features and 1 label feature for classifying heart disease. In the dataset there are several features that experience missing data, including ca (291 data), thal (266 data), slope (144 data), chol (23 data), fbs (8 data), trestbps (1 data), restecg (1 data),thalac (1 data), and exang (1 data). In this dataset there are 9 features that contain missing data. It can affect the performance of the classification. The classification method used in this study is backpropagation. Before the study applies backpropagation for heart disease classification, the first step is feature selection using the ReliefF and C4.5 algorithms.

4.1 ReliefF Algorithm

In the feature selection process, ReliefF algorithm calculates the weight of each feature used in heart disease patient data. The resulting weights for each feature are sorted based on the largest to the smallest feature weight values. The feature selection process reduces the dimensions of the data on heart disease patients based on the weight values for each feature. ReliefF algorithm calculates the weights of the features using Equation 3, the largest weight
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is shown first and the smallest weight is shown last. The results of the calculation are shown in Table 2. From Table 2 it can be seen that the features that have the most missing data are slope feature, Cp feature is a feature that does not contain missing data. The greater the weight, the more important the effect of the feature on the dataset. Conversely, the smaller the weight obtained, the less the influence of the feature in the dataset. To determine the number of features to be used in classification, classification is carried out using the backpropagation method by eliminating a single feature unit based on the lowest weight. The results of applying ReliefF and backpropagation can be seen in Table 3.

From table 3 it can be seen that the lowest accuracy, precision and recall are obtained when classification uses all features and when eliminating 5 features so that only 8 features are used in backpropagation classification. The results of the highest accuracy, precision and recall were obtained by backpropagation classification with 9 features and eliminating the 4 lowest attributes namely slope, thal, ca and chol. This shows that there are 9 features that most influence the performance of backpropagation classification in heart disease namely "cp", "sex", "oldpeak", "exang", "restecg", "age", "thalach", and "trestbps" although those features still contain missing data.

Table 2 The Weight Value of Each Feature with ReliefF Algorithm

<table>
<thead>
<tr>
<th>No.</th>
<th>Weight</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>1.4025 × 10⁻¹</td>
<td>cp</td>
</tr>
<tr>
<td>2.</td>
<td>1.1871 × 10⁻¹</td>
<td>sex</td>
</tr>
<tr>
<td>3.</td>
<td>8.121 × 10⁻²</td>
<td>oldpeak</td>
</tr>
<tr>
<td>4.</td>
<td>3.878 × 10⁻²</td>
<td>exang</td>
</tr>
<tr>
<td>5.</td>
<td>3.061 × 10⁻²</td>
<td>restecg</td>
</tr>
<tr>
<td>6.</td>
<td>2.083 × 10⁻²</td>
<td>age</td>
</tr>
<tr>
<td>7.</td>
<td>2.032 × 10⁻²</td>
<td>thalach</td>
</tr>
<tr>
<td>8.</td>
<td>1.758 × 10⁻²</td>
<td>trestbps</td>
</tr>
<tr>
<td>9.</td>
<td>1.088 × 10⁻²</td>
<td>fbs</td>
</tr>
<tr>
<td>10.</td>
<td>-0.1 × 10⁻¹⁸</td>
<td>ca</td>
</tr>
<tr>
<td>11.</td>
<td>-1.811 × 10⁻²</td>
<td>thal</td>
</tr>
<tr>
<td>12.</td>
<td>-3.605 × 10⁻²</td>
<td>slope</td>
</tr>
</tbody>
</table>

Table 3. The Results of Comparison of the Accuracy Values for Each Feature Selection Using the ReliefF Algorithm

<table>
<thead>
<tr>
<th>No.</th>
<th>Features</th>
<th>Features used</th>
<th>Feature Selection</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>13</td>
<td>cp, sex, oldpeak, exang, restecg, age, thalach, trestbps, fbs, chol, ca, thal, slope</td>
<td>-</td>
<td>77.211%</td>
<td>77.1%</td>
<td>77.2%</td>
</tr>
<tr>
<td>2.</td>
<td>12</td>
<td>cp, sex, oldpeak, exang, restecg, age, thalach, trestbps, fbs, chol, ca, thal</td>
<td>slope</td>
<td>81.296%</td>
<td>81.1%</td>
<td>81.3%</td>
</tr>
<tr>
<td>3.</td>
<td>11</td>
<td>cp, sex, oldpeak, exang, restecg, age, thalach, trestbps, fbs, chol, ca</td>
<td>slope, thal</td>
<td>80.952%</td>
<td>80.7%</td>
<td>81.0%</td>
</tr>
<tr>
<td>4.</td>
<td>10</td>
<td>cp, sex, oldpeak, exang, restecg, age, thalach, trestbps, fbs, chol</td>
<td>slope, thal, ca</td>
<td>80.952%</td>
<td>80.7%</td>
<td>81.0%</td>
</tr>
<tr>
<td>5.</td>
<td>9</td>
<td>cp, sex, oldpeak, exang, restecg, age, thalach, trestbps, fbs, chol</td>
<td>slope, thal, ca, chol</td>
<td>82.653%</td>
<td>82.7%</td>
<td>82.7%</td>
</tr>
<tr>
<td>6.</td>
<td>8</td>
<td>cp, sex, oldpeak, exang, restecg, age, thalach, trestbps</td>
<td>slope, thal, ca, chol, fbs</td>
<td>77.211%</td>
<td>77.1%</td>
<td>77.2%</td>
</tr>
</tbody>
</table>

3.2. C4.5 Algorithm

In this study, the C4.5 algorithm was used to calculate the gain and entropy values by using equations 4 and 5. The result of C4.5 algorithm decision tree can be seen in Figure 3.
The tree results in Figure 3 give different results from the results from ReliefF where the results of C4.5 show that there are 10 very important features in the classification of heart disease. This is different from the results obtained by ReliefF. The age feature in ReliefF is a feature that includes an effect on the UCI dataset but in C4.5, the age feature has absolutely no effect. The chol feature contains 23 missing data but in Figure 3 it can be seen that the chol feature has an influence on the dataset. It can be concluded that C4.5 is not suitable for dealing with missing data problems. ReliefF algorithm is more suitable for dealing with missing data.

3.3 Implementation of Backpropagation

In this study, the Backpropagation architecture uses 3 learning layers, namely the input layer, the hidden layer and the output layer. The features that have been selected by the ReliefF and C4.5 algorithms will be applied to the Backpropagation classification. Implementation of Backpropagation on the UCI dataset will produce a confusion matrix. Confusion matrix is a matrix used to measure the success of classification. This study will also compare the results of backpropagation classification before feature selection, and after feature selection. The results of the confusion matrix obtained can be seen in Table 4.

Table 4. Confusion Matrix of Backpropagation Method on Heart Disease Classification

<table>
<thead>
<tr>
<th>Method</th>
<th>Confusion Matrix</th>
<th>Features</th>
<th>Features used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before feature selection</td>
<td></td>
<td></td>
<td>13</td>
</tr>
<tr>
<td>Predicted Values</td>
<td>Actual Values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>healthy</td>
<td>healthy</td>
<td>sick</td>
<td>cp, sex, oldpeak, exang, restecg, age, thalach, trestbps, fbs, chol, ca, thal, slope.</td>
</tr>
<tr>
<td>sick</td>
<td>171</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>After feature selection uses the ReliefF Algorithm</td>
<td></td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Predicted Values</td>
<td>Actual Values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>healthy</td>
<td>healthy</td>
<td>sick</td>
<td>cp, sex, oldpeak, exang, restecg, age, thalach, trestbps, fbs.</td>
</tr>
<tr>
<td>sick</td>
<td>173</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>After feature selection uses the C4.5 Algorithm</td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Predicted Values</td>
<td>Actual Values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>healthy</td>
<td>healthy</td>
<td>sick</td>
<td>exang, oldpeak, sex, cp, slope, thalach, trestbps, chol, restecg.</td>
</tr>
<tr>
<td>sick</td>
<td>163</td>
<td>25</td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 4, the following information are obtained:
1. Before feature selection, it was found that 171 instances of True Positive (TP), 50 instances of False Negative (FN), 17 instances of False Positive (FP), and 56 instances of True Negative (TN).
2. After feature selection uses the ReliefF Algorithm, it is found that 173 instances of True Positive (TP), 37 instances of False Negative (FN), 15 instances of False Positive (FP), and 69 instances of True Negative (TN).
3. After feature selection uses the C4.5 Algorithm, it was found that 163 instants of True Positive (TP), 32 instants of False Negative (FN)s, 25 instants of False Positive (FP), and 74 instants of True Negative (TN).

From Table 4, it can be calculated the results of accuracy, precision, and recall using Equations (6), (7), and (8). The results of accuracy, precision, and recall can be seen in Figure 4. For RMSE (Root Mean Squared Error) is calculated by Equation (9). The results of RMSE can be seen in Figure 5.

3.4 Comparison of the Results Between the ReliefF Algorithm and C4.5 Algorithm with Backpropagation

The backpropagation method was used to compare the performance of three different methods: without handling missing data, with handling missing data by ReliefF algorithms, and with handling missing data by C4.5 algorithms. The results are shown in Figure 4.

![Graph of Comparison of the Application ReliefF Algorithm and the C4.5 Algorithm with Test Results Using the Backpropagation Neural Network (BNN) Method](image)

Figure 4 Graph of Comparison of the Application ReliefF Algorithm and the C4.5 Algorithm with Test Results Using the Backpropagation Neural Network (BNN) Method

It can be seen that the ReliefF algorithm on backpropagation has better accuracy, precision, and recall results than the C4.5 algorithm on backpropagation. The improvement obtained by C4.5 algorithm are accuracy of 3.4%, precision of 3.3%, and recall of 3.4%. On the other hand, ReliefF algorithm improves the results of accuracy by 5.44%, precision by 5.6%, and recall by 5.5%. Based on Figure 4, it can be conclude that the results of ReliefF algorithm on backpropagation is better than C4.5. The study looked at how well different algorithms of feature selection work when dealing with missing data. It is tested by backpropagation method, which is compared with other studies. The results of this comparison are shown in Table 5.

<table>
<thead>
<tr>
<th>Research</th>
<th>Dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. (2016)</td>
<td>Heart Disease &amp; Colorectal Cancer</td>
<td>75%</td>
<td>70%</td>
<td>80%</td>
</tr>
<tr>
<td>Mhatre &amp; Varma (2019)</td>
<td>Heart Disease</td>
<td>78.76%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Al-Barzinji et al. (2020)</td>
<td>Heart Disease</td>
<td>82.17%</td>
<td>81%</td>
<td>79%</td>
</tr>
<tr>
<td>With handling missing data</td>
<td>UCI Dataset Heart Disease</td>
<td>77.21%</td>
<td>72.31%</td>
<td>76.60%</td>
</tr>
<tr>
<td>Handling missing data with ReliefF</td>
<td></td>
<td>82.65%</td>
<td>82.7%</td>
<td>82.7%</td>
</tr>
<tr>
<td>Handling missing data with C4.5</td>
<td></td>
<td>80.61%</td>
<td>80.4%</td>
<td>80.6%</td>
</tr>
</tbody>
</table>

Note: the value in bold is the highest value

The studies in Table 5 used the same classification system, namely the backpropagation method. The datasets used in each study were all from the same type, the heart disease dataset. Based on Table 7, the study that uses ReliefF algorithm produces the highest accuracy value, followed by research by Al-Al-Barzinji et al. (2020) with a difference of 0.48%. The results with the greatest precision were also obtained by ReliefF algorithm, with a good category, followed by research by Al-Barzinji et al. (2020) and research of C4.5 algorithm. However, the study by Al-Barzinji et al. (2020), the result of recall is not better than the results are achieved
by the C4.5 algorithm. In table 7 it can be seen that handling missing data can improve the performance of the backpropagation method in the classification of heart disease. The application of each algorithm also produces RMSE (Root Mean Squared Error) that calculated using Equation 6. The results of RMSE can be seen in Figure 5.
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Figure 5. The Comparison Root Mean Squared Error (RMSE) Results of ReliefF-Backpropagation and C4.5-Backpropagation

In Figure 5, the RMSE in ReliefF-Backpropagation produces a lower RMSE than C4.5 algorithm. The RMSE is the magnitude of the prediction error rate, where the smaller the RMSE, the more accurate the prediction results will be. Based on the picture above, it can be said that ReliefF algorithm can improve the performance of backpropagation on heart disease classification. The results show that handling missing data can improve classification performance. The results of feature selection with C4.5 show that C4.5 is able to show the most influential features in a dataset but is not sensitive if there is missing or damaged data. The results of implementing feature selection C4.5 and backpropagation classification are quite good but do not provide a significant increase in backpropagation performance on heart disease classification. From these results it can be interpreted that ReliefF is the best algorithm compared to C4.5 in selecting features to overcome the problem of missing data. Algorithm C4.5 is a classification method that works by opening nodes based on the importance of each feature, easy to implement, but unfortunately C4.5 has not been able to handle the existence of missing data. It can reduce the performance of backpropagation in the classification of heart disease.

4. CONCLUSIONS

The ReliefF algorithm and the C4.5 algorithm can help improve the accuracy, precision and recall of the backpropagation method in the classification of heart disease. The ReliefF algorithm and the C4.5 algorithm can improve backpropagation performance with feature selection. ReliefF can improve backpropagation performance. This increase in performance can be seen from an increase in accuracy of 5.44%, an increase in precision of 5.6%, and an increase in recall of 5.5%. The implementation of ReliefF provides improved performance on backpropagation which is better than C4.5. The feature selection results using C4.5 are still able to improve the performance of Backpropagation but are said to be still not significant. In addition, the results of selecting features using C4.5 were not able to cope with missing data features. It can be seen from the decision tree produced by C4.5 which still contains features that have quite a lot of missing data. From the results obtained that the handling missing data can improve the performance of the backpropagation method in classification problems, especially in heart disease dataset. Feature selection is one technique that can be used to handle missing data. The ReliefF algorithm is the best choice for performing feature selection to improve backpropagation classification performance.
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