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Abstrak 

Rasio Keuangan telah digunakan secara luas pada penelitian sebelumnya untuk 

membangun model prediksi kesulitan keuangan mereka. Rasio Altman menjadi yang paling 

sering digunakan untuk memprediksi terutama dalam studi akademis, namun Rasio Altman 

sangat tergantung pada validitas data dalam laporan keuangan, maka diperlukan variabel lain 

untuk menilai kemungkinan manipulasi laporan keuangan. Tak satu pun dari studi sebelumnya 

mencoba untuk menggabungkan lima Rasio Altman dengan Beneish M-Score. Kami 

menggunakan Stacking Ensemble Learning untuk melakukan klasifikasi perusahaan krisis dan 

melakukan analisis yang komprehensif. Wawasan ini membantu investasi publik membuat 

keputusan pinjaman dengan tidak hanya mencampur semua informasi indikator keuangan, 

tetapi juga menilai secara cermat berdasarkan kondisi jangka panjang, jangka pendek, dan 

juga kemungkinan manipulasi laporan keuangan.  

 

Kata kunci—Rasio Altman, Beneish M-Score, Prediksi Kesulitan Keuangan, Stacking Ensemble 

Learning 

 

 

Abstract 

Previous studies have used financial ratios extensively to build their predictive model of 

financial distress. The Altman ratio is the most often used to predict, especially in academic 

studies. However, the Altman ratio is highly dependent on the validity of the data in financial 

statements, so other variables are needed to assess the possibility of manipulation of financial 

statements. None of the previous studies combined the five Altman Ratios with the Beneish M-

Score. We use Stacking Ensemble Learning to classify crisis companies and perform a 

comprehensive analysis. This insight helps the investment public make lending decisions by 

mixing all the financial indicator information and assessing it carefully based on long-term and 

short-term conditions and possible manipulation of financial statements. 

 

Keywords—Altman Ratio, Beneish M-Score, Prediction of Financial Distress, Stacking 

Ensemble Learning 

 

 

 

1. INTRODUCTION 

 

Financial Distress Prediction (FDP) is a dynamic research topic that has been going on 

for a long time and is changing as the corporate business world changes. It is needed to predict 
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whether a company will face financial trouble or vice versa. It plays an important role in 

investment decision-making for investors, managerial decision-making for firms, credit 

decision-making for creditors, customer credit rating for banks, and so on. [1]. 

Many researchers have developed models for conducting FDP, and the most famous 

FDP method is using Altman Z-score [3]. It is able to predict bankruptcies 1-year period to the 

bankruptcy. The formula consists of five financial ratios that can help to determine the 

company's financial healthiness. In particular. The latest research explores the effect of spitting 

five Altman Variables (based on their behavior) into two sets of features as Long-Term and 

Short-Term. Ratio retained earnings to total assets is becoming a Long-term feature because it 

represents the accumulated "health" condition of a company from the very beginning until now. 

The rest four Altman Variables will belong to the Short-term feature set since they represent 

periodic performance [22].   

However, it is possible that this prediction could be wrong, especially if there is 

manipulation in the financial statements [22]. Beneish M-Score [24] is one of the well-known 

studies that measure manipulation in financial statements and is used on various data from 

around the world. This score can be calculated and analyzed several years ago before the 

company was declared a fraud [14, 21, 24, 25, 32]. This research will explore the effect of 

adding Beneish M-Score to measure predictions due to Earning Management of financial 

statements in Financial Distress Prediction. We split five Altman into two sets of features as 

Long-Term and Short-Term and Beneish M-Score to Represent the possibility of earnings 

management. 

Many studies have been carried out using the prediction results of a group of multiple 

classifiers and then proposing various ensemble mechanisms to make the final prediction [15, 

16, 17, 18, 22]. Ensemble methods were used in this study to combine decisions from separated 

features to improve the overall performance. The approach expected the model to learn from 

each Long-Term, Short-Term behavior, and Beneish M-Score. This approach also wants to 

prove that Beneish M-Score can help Altman Variables to predict bankruptcy. 

 

 

2. METHODS 

 

2.1 Experiment Architecture 

 

 

 
 

Figure 1 Experiment Architecture 

 

In the main experiment, the author makes a prediction model using Stacking Ensemble 

Learning using 324 company datasets with a proportion of 50% crisis companies: and 50% 

normal companies. Then the results will be compared with the baseline Altman model. The 

model created will be evaluated using the DET Curve and Wilcoxon test [22]. 

2. 1.1 Experiment Dataset 

The authors choose crisis and normal sample companies based on events that cause 

major losses, while a normal company is a company that has never experienced a single crisis 

event during its existence. Crisis companies collected from TEJ are all companies that had (at 
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least) 1-crisis event that caused a loss in the first year of crisis after a certain normal period. We 

calculate the Altman ratios and the beneish M-score using Taiwan Economic Journal (TEJ) data. 

The list of companies we used in this experiment must have M-Score data for at least 3-year 

before the crisis year and Altman Ratios data for at least 1-year before the crisis year. The long-

term (Z2_T1) and short-term (Z1_T1, Z3_T1, Z4_T1, Z5_T1) variables are defined based on 

the behavior of the accounting terms[22].  

 

Table 1 Altman Feature 

Features Name Description

Z2_T1 (Long Term) Retained Earnings/Total Assets at 1-year prior to bankruptcy

Z1_T1 (Short Term) Working Capital/Total Assets at 1-year prior to bankruptcy

Z3_T1 (Short Term) Earnings before interest and tax/Total Assets at 1-year prior to bankruptcy

Z4_T1 (Short Term) Market value equity/ Book value of total debt at 1-year prior to bankruptcy

Z5_T1 (Short Term) Sales/Total Assets at 1-year prior to bankruptcy

M-score T-1 (Beneish) M-score calculation at 1-year prior to distress

M-score T-2 (Beneish) M-score calculation at 2-year prior to distress

M-score T-3 (Beneish) M-score calculation at 3-year prior to distress

 
 

The M-score T-1, M-score T-2, and M-score T-3 are calculated using the original 

Beneish Formula [24]: 

 

 
(1) 

 

Table 2 Beneish M-Score Feature 

Features Name Description

M-score T-1 (Beneish) M-score calculation at 1-year prior to distress

M-score T-2 (Beneish) M-score calculation at 2-year prior to distress

M-score T-3 (Beneish) M-score calculation at 3-year prior to distress  
 

The experiment dataset consists of 162 crisis companies and 162 normal companies 

(324 data). Each dataset is split using 10-fold sampling to produce the training set and testing 

set, which will be used in prediction to get the result.  
 

2. 2 Experiment Design  

In this research, we use Altman Ratios (T-1) and Beneish M-Score (T-1, T-2, T-3) as a 

feature and implement multiple classifiers to build the model. The possibility of earning 

management itself is only obtained when the entire Beneish ratio is calculated to get the M-

score, and every crisis company has a different pattern of manipulation, so we can't train the M-

score between years in one base classifier. This separation is expected to give the M-score its 

own predictive ability. 

Table 3 Model Description 

Model Feature

Split 5 Altman into :

LongTerm : Z2

ShortTerm : Z1, Z3, Z4, Z5

LongTerm : Z2

ShortTerm : Z1, Z3, Z4, Z5

Beneish: M-Score T-1

Beneish: M-Score T-2

Beneish: M-Score T-3

Proposed 

Model 

Baseline 

Model
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2. 2.1 Base Classifier Selection 

The authors will find the best algorithm for each base classifier (N). Several algorithms 

(X) are compared and then used in financial distress prediction: K-Nearest Neighbor, Support 

Vector Machine, Logistic Regression, Linear Discriminant Analysis, Bagging Tree, and Naïve 

Bayes; those six algorithms implemented in each feature as illustrated in Figure 2. 

 
 

 
 

Figure 2 Base Classifier Selection 
 

For each feature (Long-term, Short-Term, M-Score T-1, M-Score T-2, M-Score T-3), 

the best algorithm performance will be selected as base classifiers in the Stacking Ensemble 

Learning for the baseline model, as well as the proposed model. Then the baseline model will be 

compared against the proposed model.  

 

2. 2.2 Baseline Model 

Ensemble learning using the stacking generalization approach used to build the baseline 
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model. The view of the different sample sets is built based on long-term and short-term 

behavior. The ensemble learning from different feature sets aims to maximize the performance 

of the classifier. This approach introduces a model to learn from each feature to generate the 

corresponding views. Each feature is considered to contain some information to learn the target 

concept. The approach is supposed to learn from each feature and optimize the outcome. The 

experiment using the baseline model shown in Figure 3. 
 

 

 
 

Figure 3 Baseline Model 

   

2. 2.3 Proposed Model  

Ensemble learning using the stacking generalization approach used to build the 

proposed model. The difference between the baseline model and the proposed model is: that 
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there are five basic classifiers, and the algorithm is determined based on a selection in the 

model-building process. The experiment using the proposed model shown in Figure 4. 

 
 

 
 

Figure 4 Proposed Model 

2. 3 Result Overview  

This section will discuss the result overview. The result of model testing will generate a 

DET Curve for each model and the result of the Wilcoxon test, as shown in Figure 5. 
 

 
 

Figure 5 Result Overview 
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3. RESULTS AND DISCUSSION 

 

The result of the proposed model performed using Stacking Ensemble Learning 

(implement LR for Long-Term and Short-Term classifier, and KNN for M-Score T-1, T-2, and 

T-3 classifier) is shown in figure 6. 

 

 

Figure 6 DET Curve 

The DET curve shows that the Proposed model has a lower misclassification cost on the 

EER point (0.23) compared to the baseline model (0.25). It means that when type I error = type 

II error, the proposed model outperforms compare the baseline model. EER is not the evaluation 

of the only metric to be considered then. The Wilcoxon test was performed to evaluate how 

significantly different the proposed model is performing better. The Wilcoxon test results are 

shown in Table 4. 

Table 4 Wilcoxon Test 

 
 

Wilcoxon test result shows that the proposed model has the best performance as well 

compared to the baseline, especially in cost ratios 1 to 3, 4 to 4.5, and 7. The significant 

difference between the proposed and baseline happens when the cost ratio is less than 1.5. It is 

shown by the p-value is < 0.05; it indicates a high level of significant difference.  

 

 

4. CONCLUSIONS 

 

In this research, a hypothesis is tested to examine the impact of splitting the Altman 

Variables into long-term and short-term behavior and adding the Beneish M-Score (three years 
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before the crisis) in financial distress prediction. This hypothesis is used to confirm that the M-

Score does help to improve the model performance. 

The implication of the research shows that the m-score can be categorized as long-term 

because the possibility of manipulation that occurs in a company does not take place in one 

period only, the company will try to manipulate it subtly and continuously so that it is not easily 

detected, and this is the reason why a long-term manipulation investigation is needed.  
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