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Abstrak 

Erhu adalah alat musik petik yang berasal dari China. Dalam memainkan alat musik 

ini terdapat aturan bagaimana memposisikan tubuh pemain dan memegang alat musik dengan 

benar. Oleh karena itu, diperlukan suatu sistem yang dapat mendeteksi setiap gerakan dari 

pemain Erhu. Penelitian ini akan membahas pengenalan aksi pada video menggunakan metode 

3DCNN dan LSTM. Metode 3D Convolutional Neural Network merupakan metode yang 

memiliki basis CNN. Untuk meningkatkan kemampuan menangkap setiap informasi yang 

tersimpan dalam setiap gerakan, diperlukan kombinasi lapisan LSTM dalam model 3D-CNN. 

LSTM mampu menangani masalah gradien hilang yang dihadapi oleh RNN. Penelitian ini 

menggunakan video RGB sebagai dataset, dan terdapat tiga bagian utama dalam preprocessing 

dan ekstraksi fitur. Tiga bagian utama adalah badan, tiang erhu, dan busur. Untuk melakukan 

preprocessing dan ekstraksi ciri, penelitian ini menggunakan body landmark untuk melakukan 

preprocessing dan ekstraksi ciri pada segmen body. Sebaliknya, segmen erhu dan busur 

menggunakan algoritma Hough Lines. Selanjutnya untuk proses klasifikasi, kami mengusulkan 

dua algoritma, yaitu algoritma tradisional dan algoritma deep learning. Algoritma dua 

klasifikasi ini akan menghasilkan output pesan error dari setiap gerakan erhu player.  
 

Kata kunci  Action Recognition, Convolutional Neural Network, 3D-CNN, LSTM 

 

Abstract 

Erhu is a stringed instrument originating from China. In playing this instrument, there 

are rules on how to position the player's body and hold the instrument correctly. Therefore, a 

system is needed that can detect every movement of the Erhu player. This study will discuss 

action recognition on video using the 3DCNN and LSTM methods. The 3D Convolutional 

Neural Network method is a method that has a CNN base. To improve the ability to capture 

every information stored in every movement, combining an LSTM layer in the 3D-CNN model is 

necessary. LSTM is capable of handling the vanishing gradient problem faced by RNN. This 

research uses RGB video as a dataset, and there are three main parts in preprocessing and 

feature extraction. The three main parts are the body, erhu pole, and bow. To perform 

preprocessing and feature extraction, this study uses a body landmark to perform preprocessing 

and feature extraction on the body segment. In contrast, the erhu and bow segments use the 

Hough Lines algorithm. Furthermore, for the classification process, we propose two algorithms, 

namely, traditional algorithm and deep learning algorithm. These two-classification algorithms 

will produce an error message output from every movement of the erhu player.  
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1. INTRODUCTION 

 

Erhu is musical instrument was invented at the time of the Tang Dynasty, since 

thousands of years of development history, with a beautiful, soft tone and rich expression [1]. 

Erhu musical instrument does not have a fretboard. Erhu also has no taste and various complex 

parameters that can directly affect intonation control in Erhu playing, so intonation is the main 

key that must be mastered by Erhu players [2]. So, the position and body gestures of the erhu 

player greatly affect the sound produced. Starting from the position of the fingers, hands, body, 

and head, that must be considered in playing the erhu musical instrument. Through the rules that 

have been determined in playing the Erhu musical instrument, this research will combine two 

classification methods, namely the traditional classification algorithm and the deep learning 

classification algorithm. This traditional classification algorithm includes the positions of the 

head, body, shoulders, Erhu, and bow; therefore, the next process is to calculate every angle 

formed from each of the parts studied. The second method is to use a deep learning algorithm. 

The research [3] shows one example of the application of deep learning technology. This 

technology is used in object detection in CCTV security camera systems. In his research, the 

method used is the CNN method. CNN method is a method commonly used in several studies 

on action recognition or object detection. Video classification applies moving object detection 

technology. In this study, the moving object in question is the body of the erhu player and the 

erhu musical instrument, namely the Erhu and bow.  

Video recognition also to be a concern in [6] research. That research is on dense 

convolutional networks for efficient video analysis, explained that action classification and 

gesture recognition are a new stage in the convolution neural network technique. The approach 

taken in the video analysis research is based on feature extraction per frame using 2D-CNN and 

utilizing 3D-CNN or LSTM to merge spatiotemporal information. Video classification will 

perform image processing in each extracted frame. 2D-CNN is considered very successful in 

feature extraction and classification in image recognition. However, such information will be 

lost for feature extraction on video when there is movement in each frame. Therefore, to 

overcome these problems, in research [7], they use 3D-CNN to capture information in each 

frame and the movement between successive frames. 3D-CNN combines information from both 

time and space to extract features, making the model more rational [5]. Other research related to 

action recognition was also conducted [10] aims to segment and recognize continuous gestures. 

The recognition network is constructed based on the 3D Convolutional neural network, the 

convolutional long short-term memory called ConvLSTM, and 2D Convolution Neural Network 

or 2D-CNN for isolated gesture recognition. 

Several deep learning methods are now used in image or video classification. One of the 

methods used by Rui Huo et al. in performing object or action classification in the video is the 

3D Convolution Neural Network or 3D-CNN. The dataset used by the 3D-CNN method is a 2-

dimensional image; therefore, a special method is needed to generalize from 2 to 3 dimensions 

first. The process of generalizing 2-dimensional datasets into 3 dimensions is fairly complex. 

The process does not just add one dimension but must consider the asymmetry between space 

and time; therefore, the convolutional neural network training process for 3 dimensions is 

heavier than 2 dimensions because it has more features and parameters [4]. 

Video recognition is usually used to recognize a human gesture. There are many goals 

in utilizing video recognition technology, one of which is the classification of human gestures. 

Human gestures are usually a continuous activity. Continuous gesture recognition aims to 

recognize continuous and sequential movements and have meanings such as scenarios in the 

gesture movements. The research conducted by Guangming Zhu et al. aims to segment and 

recognize continuous gestures. The researcher proposes an effective deep architecture for 

continuous gesture recognition through this paper. The first step is to segment the continuous 

gesture sequence into isolated gesture instances using the Res3D Network. Furthermore, the 

recognition network is constructed based on the 3D Convolutional neural network, the 
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convolutional long short-term memory called ConvLSTM, and 2D Convolution Neural Network 

or 2D-CNN for isolated gesture recognition. Merging several methods into one architecture, 

according to the researcher, is more effective in learning long term and deep spatiotemporal 

features [8]. 

Deep Learning architecture is currently developing rapidly. Many new architectural 

models have been experimented with by several researchers. Therefore, it is necessary to have a 

comparative analysis of several deep learning architecture models that have been tested. Mohit 

Pandiya et al. have analyzed the deep learning architecture related to object detection [9]. Object 

detection is one technology that is often classified in computer vision techniques. These 

technologies include image processing or video processing. The main purpose of object 

detection is to determine or conclude what objects are in the image or video by considering the 

accuracy value of these conclusions. Several architectural models are competing to get high 

accuracy results. 

However, according to the researcher, some problems still exist in deep convolutional 

networks for action recognition. This problem is the first that many previous studies in motion 

recognition only use a single video segment as the object of research which can provide 

problems in representing the linkage of the action meaning in the entire video due to lack of 

information. The second problem is that many studies do not focus on enhancing the ability to 

characterize movements as time passes. They just put temporal information in the same class as 

spatial information [12]. Regarding these two problems, the researcher proposes an architectural 

model for a Long-term 3D Convolutional Fusion Network LT3D-CFN. According to the 

researcher, this architectural model can represent two aspects: the 3D-CNN method, which 

replaces the CNN in the two-stream network method, which functions as an extractor feature 

from both spatial and temporal dimensions of a video. The second aspect is related to the long-

term associations between clips of one motion video using the deep LSTM Network method. 

Recently, gesture recognition, motion, or object detection has grown widely. This is 

because the interaction between humans and computers or electronic devices has entered the 

touchless era. Therefore, one example of gesture recognition is hand gesture recognition. 

Researchers Muneer Al-Hammadi et al. take advantage of these technological developments by 

applying the hand gesture recognition method for sign language applications. Sign Language is 

a sign language used by persons with disabilities to communicate with others. Through this 

research, the hand gesture recognition application for sign language utilizes the 3D-CNN 

method in making a gesture recognition model. Hand gesture recognition should consider both 

spatial and temporal features, and unfortunately, finding discriminative spatiotemporal 

descriptors for a hand gesture sequence is not a trivial task [10]. Therefore, the researchers in 

this study proposed a deep convolutional neural network approach for hand gesture recognition, 

and the researchers chose the 3D-CNN method. To overcome the scarcity of a large labeled 

hand gesture dataset, they created an approach by applying transfer learning is needed. There 

are three datasets of RGB video used in the evaluation, namely 40, 23, and 10 classes, and using 

the previously described approach resulted in recognition rates of 98.12%, 100%, and 76.67% 

for each class. 

Hand gesture recognition is currently a very interesting research object. Specifically 

related to sign language, which is very dependent on hand movements, the use of deep learning 

to create a sign language recognition system is very much needed. Other research related to sign 

language recognition was also conducted by Suharjito et al. Sign language recognition has 

complex and varied problems. Variations and combinations of words to form sentences make 

recognizing sign language even more difficult. Many researchers have done research related to 

this. Therefore, there have been many new methods and architectures to get good recognition 

results. Because of the similarities between sign language recognition and action recognition, 

researchers tried to apply a model often used in previous research, namely I3D inception [11]. 

I3D inception used in this study uses 3D-CNN architecture because invention v1 has been 
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modified to 3D-CNN. The reason for using the 3D-CNN method is because, according to 

previous researchers, there was an improvement in the results of the ResNet-50, C3D Ensemble, 

and Two Stream Fusion + IDT methods. From the results of experiments conducted by 

researchers, 100% accuracy of training using 10 words and 10 people with 100 classes resulted, 

but the validation results of this experiment were still low. 

 

 

2. METHODS 

 

This chapter will explain the method implemented in this research. Several methods 

were used in this research, such as experiment architecture, data collection, data preparation and 

deep learning model architecture. For data collection this research will use MMPose library to 

extract the body landmark. MMPose will give each body landmark coordinate to use for 

preprocessing the dataset such as head, shoulder, left hand, right hand and knees. So that, using 

that coordinate we can crop each body part for the input dataset to the deep learning model. 

Then for the Erhu part and bow part, we use the Hough Line Algorithm to get the horizontal and 

vertical line. This algorithm is already included in Tensorflow so that we can use and do some 

image processing process to get the line. From the bow line and erhu line, we can get the angle 

degree for some classifier that we use in this research.  

This study will use several classifiers to classify erhu musical instrument players. An 

erhu instrument player must fulfil several rules in the process of playing the instrument in order 

to produce perfect sound quality. Table 1 is the list of the class that used in this research. 
 

Table 1 The classifier. 

Code Class Description Class Threshold 

E-11 Head position not normal (too Left 

or Right) 

If head center line > K or < K degrees then E-11 

E-12 Left shoulder too high If left shoulder higher than right shoulder for 

X% then E-12 

E-13 Right shoulder too high If left shoulder lower than right shoulder for X% 

then E-13 

E-14 Need to seat straight (too Left or 

Right) 

If body center line > K or < K degrees then E-14 

E-15 Put knees in normal positions If absolute (distance of knees – distance of 

shoulders) > Y% then E-15 

E-41 Pole tilt too left – Bow hair and 

string must be orthogonal 

If pole line and bow line is not orthogonal and 

pole line > N degrees then E-41 

E-42 Pole tilt too right – Bow hair and 

string must be orthogonal 

If pole line and bow line is not orthogonal and 

pole line < N degrees then E-42 

E-43 Trace of bow must be in straight 

line 

If horizontal angle of bow changes > M or < M 

degrees then E-43 

E-21 Left elbow too high If probability > P then E-21 

E-22 Left elbow too low If probability > P then E-22 

E-23 Left elbow and wrist in a line If probability > P then E-23 

E-31 Wrong right hand thumb position If probability > P then E-31 

E-32 Wrong right hand index finger 

position 

If probability > P then E-32 

E-33 Wrong right hand middle or ring 

finger position 

If probability > P then E-33 

E3N Normal - 
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Table 2 is the dictionary of threshold variables that used in each classifier. 

 

Table 2 Threshold variable dictionary 

Variable Value Description 

P 0.8 Percentage value for prediction result threshold 

M 5 Degrees value for horizontal bow angle threshold  

N 10 Degrees value for vertical angle threshold 

K 10 Degrees value for body angle threshold 

Y 10 Percentage value for shoulder and knees differentiation threshold 

X 15 Percentage value for shoulder angle differentiation threshold 

2.1 Data Collection 

The MMPose library was used in this experiment to extract full-body landmarks from 

each frame in the video data set. Body landmarks help extract feature input from body segments 

such as the left arm and right hand. This feature will be the input for the combination of 

3DCNN and LSTM model. 

 

 
Figure 2.1 Data Collection Architecture 

 

2.2 Data Preprocessing 

The break process that shown in both approach architecture means that there is process 

to cropping the image based on body landmark coordinate to produce left hand and right-hand 

image for the input to the deep learning model. Then from Hough Line algorithm, we do some 

image processing to get one horizontal line and one vertical line. The following that shown in 

figure 2.2 is the results from the line detection process using the Hough Transform. It can be 

seen that many irregular straight lines are detected. 

 
Figure 2.2 The Hough Line Algorithm Line Detection Result Before Image Processing 

So that we use image processing in this line detection process. In this research we 

reduce the noise and do image smoothing using gaussian blur. We also do background 
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subtractor to make the background of the erhu player cleaner so that we can focus only on the 

player. The concept of background subtractor is will remove the object that not moving frame 

by frame in the video, so it can improve the result and make the Hough Line algorithm to focus 

on the erhu player only. The result after do gaussian blur and background subtractor is shown in 

figure 2.4.  

 

 
Figure 2.3The Hough Line Algorithm Line Detection Result After Image Processing 

 

After do gaussian and background subtractor then we get few lines detected as shown in 

the left image from figure 2.4. Then from some horizontal lines and vertical lines we do average 

process to get only one horizontal line and one vertical line like shown in the right image in 

figure 2.4. 

 

 
Figure 2.4 The bow line and erhu line 

 

After we get the all body landmark, bow and erhu line coordinate, then we will separate 

it. First for deep learning model inputs, we will use RGB images as an input and then for 

traditional algorithm we will use body landmark coordinate and bow and erhu coordinate to be 

as an input. The figure 2.5 below is the result of data collecting and preprocessing. 

 

 

 

 

 

 

 

Figure 2.4 MMPose Result             Figure 2.5 Data Collection Result 

 

2.3 Experiment Design 

The following is the experimental design applied in this study. This experiment starts with 

video input which will then be processed every 30 frames using the 3DCNN+LSTM model that 

has been formed previously through a deep learning training process. In addition to making 

predictions using deep learning models, several predefined classifiers will be processed using 

traditional algorithms. 
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Figure 2.6 Experiment Design 

Figure 2.6 is the flowchart of this experiment design. Every 30 frames, an error code 

will be generated according to the specified classifier. The part that used deep learning method 

is right hand part. This part is for right hand classifier. The output of this experimental design is 

a collection of error codes for each 30 frames. This research uses a deep learning 3D 

Convolutional Neural Network or 3D-CNN model. Figure 2.7 it the model training of the deep 

learning method that implemented in this experiment. 
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Figure 2.7 3DCNN+LSTM Model Architecture 

 

2.4 Dataset 

In this research, all the datasets used were collected and recorded independently that shown 

in figure 2.8. The dataset used is a video with an average duration of 1 minute. In the dataset, 

there are ten different erhu players. The total number of videos in the dataset is 60 videos. To 

increase the number of datasets, each video will be split into several videos with 3 seconds per 

clip length. There are some of the videos dataset that used in this research. 

 

  
                  Figure 2.8 Videos Dataset  Figure 2.9 Splitting Video Dataset Technique 
 

Technically, splitting the video dataset is done every three seconds by cutting every single 

frame and then on a video. For example, one video is cut for three seconds starting from the 0th 

frame to the third frame, then cutting for the next three seconds starts from the first frame to the 

fourth frame and so on. Figure 2.9 illustrates the process of splitting the video dataset into 

several clips. In this experiment, one clip lasts 3 seconds with a stride value of 1 for each clip in 

the video. This process will be repeated for all 60 video datasets resulting in 925 video clips. 

We then break down that dataset into three parts, namely 65% for the training dataset, 30% for 

the validation dataset and 5% for the test dataset. 
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2.5 Evaluation Matrix 
 

In this study, the evaluation used is precision and recall. This is the standard evaluation 

used in classification experiments. The classification prediction result is a binary classifier that 

produces a true or false classification value. Prediction results are divided into four quantitative 

statistical categories: TP or the number of positive samples predicted as positive. The second 

category is FN, namely the number of positive samples predicted as negative samples. The third 

category is FP, namely the number of negative samples predicted as positive samples, and the 

last is TN, the number of negative samples predicted as negative samples. 
 

Table 3.2 Confusion Matrix 

 True False 

True (Positive) TP (True Positive) / Correct 

Result 

FP (False Positive) / Unexpected 

Result 

False (Negative) TN (True Negative) / Correct 

Absence of Result  

FN (False Negative) / Missing 

Result 

 

 

2.6 Experiment Setting 

The deep learning model used in this research is 3D Convolutional Neural Network 

combined with Long Short-Term Memory. The 3DCNN and LSTM models use the following 

parameter settings: 
Table 3.3 Model Training Parameters Setting Table 

Algorithm Value 

3DCNN + LSTM Epoch = 100 

Batch size = 4 

Initial Learning Rate = 0.0001 

Shuffle = True 

Callback = True 

Patience = 5 

Restore best weight = True 

Input: RGB (214 x 214) 
 

             

3. RESULTS AND DISCUSSION 

 

After doing training for all models used in this system. The following are the results of 

training using the 3DCNN and LSTM models. Figure 3.1 is the result training loss and accuracy 

for the 3D-CNN and LSTM model. 

 
Figure 3.1 Training accuracy and loss 3D-CNN and LSTM model 
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The result of the training 3D-CNN and LSTM model is looks good. The accuracy of the 

train dataset is 0.972 and test dataset accuracy is 0.921. Then for loss value of train dataset is 

0.13 and loss value of test dataset is 0.22.  

3.1 Experiment Evaluation 

The following are the results of the evaluation of the experiments that have been carried 

out. The evaluations used for classes that use deep learning models are precision and recall, as 

described in the previous chapter. The videos that used for testing in this evaluation is from 

testing dataset and each class using 46 different datasets. Below is the result of the confusion 

matrix from class E31 (Wrong right-hand thumb position). 

 
 

  Table 3.1 Class E31 Confusion Matrix 

 

 

 

 

Furthermore, the result of the confusion matrix from class E32 (Wrong right-hand index finger 

position) is shown in table 3.2. 

 
  Table 3.2 Class E32 Confusion Matrix 

 

 

 

 

 

Then table 3.3 show the result of the confusion matrix for E33 (Wrong right-hand middle or 

ring finger position). 
  Table 3.3 Class E33 Confusion Matrix 

 

 

 

 

 

 

Then table 3.4 show the result of the confusion matrix for E3N (right hand normal). 
 Table 3.4 Class E3N Confusion Matrix 

 

 

 

 

 

 

 

 

 True False 

Positive 29 17 

Negative 33 13 

 True False 

Positive 34 12 

Negative 36 10 

 True False 

Positive 37 9 

Negative 38 8 

 True False 

Positive 38 8 

Negative 36 10 
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3.2 Discussion 

Through several experiments carried out using hybrid classification method, namely 

using traditional algorithm and deep learning algorithm that using 3D-CNN and LSTM, we can 

see the confusion matrix table for precision, recall and accuracy results. First, the average 

accuracy value of the 4 classes (E31, E32, E33, E3N) is 77%. Second, the precision average 

value of the 4 classes is 74.5%. Then third, the average recall value of the 4 classes is 76.75%. 

The ambient conditions in video dataset that used when recording also vary. Some have a 

simple background or a complex background. The clothes used by erhu players also have no 

rules, so several players wear clothes with similar and straightforward colors and motifs in the 

dataset. However, erhu players also wear clothes with many colors and complex motifs.. 

 

  

 

4. CONCLUSIONS 

 

After an experiment using hybrid classification method, there is several factors 

influence this result. The first factor is the variation of the room, environment and the clothing 

used in recording the dataset, which is not much. Furthermore, it can also be concluded that 

several factors that affect the results is some classifier that require distance and height 

classification, such as classes for knees distance, left arm to be high or low, left shoulder to high 

or low than right shoulder, body position slope to left or right, bow not in a straight line, erhu to 

left or right and head position to left or right is more accurate by using the calculation of the 

coordinates generated from the body landmark and for right hand that require specific gesture in 

the each finger position is quite better using deep learning model with average accuracy in all 

right hand classes is 77%.  
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