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Abstrak 

Musik tradisional Indonesia merupakan warisan budaya Indonesia yang sering 

dilupakan oleh masyarakat modern. Banyak masyarakat yang tidak mengetahui dari daerah 

mana musik tradisional tersebut berasal. Hal ini menjadi permasalahan karena banyaknya 

musik tradisional yang kehilangan indentitas. Teknologi Deep Learning dapat menjadi solusi 

permasalahan klasifikasi musik tradisional ini. Topik pengklasifikasian musik tradisional 

dipilih karena belum ada penelitian yang menggunakan topik ini sebelumnya. 

Penelitian ini akan melakukan klasifikasi musik tradisional berdasarkan daerah asal 

menggunakan data dari Youtube dengan metode ekstraksi fitur Mel-Frequency Cepstral 

Coefficients (MFCC) dan model klasifikasi Convolutional Neural Network (CNN). Terdapat 

7 provinsi yang akan digunakan sebagai label klasifikasi, yaitu Riau, Papua, Daerah Khusus 

Ibukota Jakarta, Daerah Istimewa Yogyakarta, Sumatera Utara, Jawa Barat, dan Sulawesi 

Selatan. 

Sistem klasifikasi yang dihasilkan dalam penelitian ini menghasilkan akurasi klasifikasi 

yang baik dengan nilai 74.03%. 

 

Kata kunci— Musik Tradisional, Audio Classification, Convolutional Neural Network, CNN, 

Mel-Frequency Cepstral Coefficients 

 

Abstract 

Traditional Indonesian music is an Indonesian cultural heritage that is often 

forgotten by modern society. Many people do not know which area the traditional music came 

from. This is a problem because of the large amount of traditional music that loses its identity. 

Deep Learning technology can be a solution to this traditional music classification problem. 

The topic of traditional music classification was chosen because there has been no research 

using this topic before. 

This research will classify traditional music based on the area of origin using data 

from Youtube with the extraction method of the Mel-Frequency Cepstral Coefficients (MFCC) 

feature and the Convolutional Neural Network (CNN) classification model. There are 7 

provinces that will be used as classification labels, namely Riau, Papua, Special Capital 

District of Jakarta, Special Region of Yogyakarta , North Sumatra, West Java, and South 

Sulawesi. 

The classification system produced in this study produced good classification accuracy 

with a value of 74.03%.  

 

Keywords— Traditional Music, Audio Classification, Convolutional Neural Network, CNN, 

Mel-Frequency Cepstral Coefficients 
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1. INTRODUCTION 

 

Music is an art form that consists of vocal sounds and instrument sounds in tandem 

so as to form beautiful tones. Music has become a part of people's daily lives, both using music 

as a medium of entertainment and as a livelihood. The majority of people listen to music every 

day regardless of their background. The type of music listened to also varies in genres, there are 

music with pop, rock, jazz, and other genres. 

The type of music consumed by Indonesian people varies greatly due to globalization. 

Globalization causes many outside cultures to be absorbed by the people of Indonesia. This led 

to the many traditional Indonesian cultures left behind by the younger generation. The 

abandonment of traditional Indonesian culture resulted in people losing their identity [1]. 

Traditional Indonesian music is one of the Indonesian cultures left behind by the younger 

generation. 

Music distribution today uses the internet to reach listeners from anywhere and 

anytime. This causes music to become one of the data that is widely used for research because 

of its ease of search. Therefore, an automated procedure capable of processing large amounts of 

music data in digital format is very important, and Music Information Retrieval (MIR) has 

become one of the important research areas. One of mir's focuses is the issue of Music Genre 

Classification (AMGC). In general, a music genre is a label created by a musicologist to identify 

the type of music [2]. 

Music Information Retrieval (MIR) has a branch that mostly contains audio data 

analysis, audio data analysis also consists of genre classification, song identification, tone 

recognition, sound effects detection, atmosphere detection, and audio data feature extraction [3], 

[4]. These problems are not only experienced by music researchers, many people experience 

these problems, so there are also applications made as a solution to these problems. One of the 

most popular is the song search algorithm by Shazam Entertainment, an application that is able 

to identify songs quickly and efficiently just by listening to audio samples [5]. 

Most research on the topic of music classification uses the music genre as a 

classification label. The use of music genres as classification labels is due to the fact that genre 

is a detail of data that is usually used by music experts to group music into groups. In addition, 

the music genre is also the most widely used query by the general public in search of music, as 

shown by several authors [6]–[8]. The popularity of the music genre as a classification label led 

to a research space for classifying music using other queries. One label that can be used as a 

classification label is the area of origin. 

This research will focus on creating a traditional music classification system based on 

the area of origin of the music. The study used Mel-Frequency Cepstral Coefficients (MFCC) 

as a feature extraction method. MFCC became a popular feature extraction technique because 

the MFCC model was created based on variations in the critical frequency bandwidth of the 

human ear. The MFCC coefficient is obtained by de-correlating the output of a bank filter 

consisting of triangular filters, which are linear on the Mel Frequency Scale [9]. MFCC provides 

a collection of features often used in voice recognition problems [10]. MFCC provides an 

envelope curve representation of the amplitude spectrum, thus most signal energy is 

concentrated to the first coefficient [7].  

The classification model used in this study is the Convolutional Neural Network 

(CNN) classification model. Convolutional Neural Network (CNN) is a deep learning algorithm 

that uses images as input and can find the characteristics of an image and distinguish it from 

other images. CNN has a wide variety of layers such as Convolutional layers, ReLU layers, 
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Pooling layers, and Fully-connected layers. CNN is widely used as an image classification 

model because CNN can perform feature extraction automatically without the help of researchers 

[11]. 

The data generated by MFCC will be used as image data, therefore the CNN model 

that works well on image classification becomes the best choice as a classification model. In 

this study, a model will be created that uses CNN as a classification model and MFCC as a 

feature extraction method to classify traditional Indonesian music based on the area of origin of 

the music. 

 

2. METHODS 

The classification model used in the study is the Convolutional Neural Network (CNN). 

The CNN model will be combined with the Mel-Frequency Cepstral Coefficients (MFCC) 

feature extraction method. The classification system designed in the study will receive audio 

data and classify it according to existing classification labels. There are 7 provinces that will be 

used as classification labels, namely Riau, Papua, Special Capital District of Jakarta, Special 

Region of Yogyakarta , North Sumatra, West Java, and South Sulawesi. The main flow of the 

system is shown in Figure 1. 

 

 

Figure 1. Flow of the system 
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2.1 Data Collection 

The data used in this study is traditional Indonesian music data obtained from youtube. 

The traditional music data used is traditional music originating from Riau, Papua, Special Capital 

District of Jakarta, Special Region of Yogyakarta, North Sumatra, West Java, and South 

Sulawesi. The data that has been collected will be divided into training data, validation data, and 

test data. 

2.2 Data Slicing 

The data that has been collected will be broken down into 15-second pieces of music 

audio data for each file. The number of data pieces for training data is 795 data, the number of 

data pieces for validation data is 242 data, and the number of data pieces for test data is 362 

data. 

 

Table 1. Amount of data 

 
Data set 

 
Amount of data 

 
Training data 

 
795 

 

Test data 

 

362 

 

Validation data 

 

242 

 

2.3 Feature Extraction 

In this study, pieces of data that have been obtained will be included in the feature 

extraction process. The feature extraction method used in this study is Mel-Frequency Cepstral 

Coefficients (MFCC). The extraction method of the MFCC feature will receive audio data and 

convert it into a vector containing information about the audio. 

 

 

 

Figure 2. MFCC 
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2.4 Convolutional Neural Network  

The extraction of MFCC features obtained from training data and validation data will be 

used to train the designed CNN classification model. The CNN model architecture used in this 

study is 3 layers of convolution, 3 layers of pooling, and 1 layer of fully-connected network. The 

hyperparameter used by the classification model is obtained by performing the hyperparameter 

tuning process. The hyperparameter tuning process is done by trying a combination of 

hyperparameters in order to obtain the combination of hyperparameters with the best results. The 

combination of hyperparameters tested can be seen in Table 2. 

 

Table 2. Hyperparameter tuning 

Hyperparameter Value 

Convolution layer filter size 1 Min = 32, Max =128 

Kernel size of convolution layer 1 3,5,7 

Kernel size of pooling layer 1 2,3,4 

Dropout rate 1 Min = 0.1, Max =0.3 

Convolution layer filter size 2 Min = 32, Max =128 

Kernel size of pooling layer 2 3,5,7 

Ukuran kernel lapisan pooling tiga 2,3,4 

Dropout rate 2 Min = 0.1, Max =0.3 

Convolution layer filter size 3 Min = 32, Max =128 

Kernel size of convolution layer 3 3,5,7 

Kernel size of pooling layer 3 2,3,4 

Dropout rate 3 Min = 0.1, Max =0.3 

Fully-connected layer size Min = 32, Max =128 

Learning Rate Min = 0.001, Max =0.01 

 

The CNN model architecture can be seen in Figure 3 and the hyperparameter configuration 

used can be seen in Table 3. 

 

 

 

Figure 3. CNN model 
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Table 3. CNN configuration 

Hyperparameter Best Value 

Convolution layer filter size 1 64 

Kernel size of convolution layer 1 7 

Kernel size of pooling layer 1 2 

Dropout rate 1 0.15 

Convolution layer filter size 2 64 

Kernel size of pooling layer 2 3 

Ukuran kernel lapisan pooling tiga 2 

Dropout rate 2 0.2 

Convolution layer filter size 3 96 

Kernel size of convolution layer 3 3 

Kernel size of pooling layer 3 2 

Dropout rate 3 0.15 

Fully-connected layer size 96 

Learning Rate 0.001 

 

2.5 Model Prediction  

The results of the classification system are obtained by looking for the most predicted 

labels from existing data pieces. The most prediction labels will be considered as classification 

labels from user input audio data. 

 

 

 

3. RESULTS AND DISCUSSION 

 

3.1 Result 

Evaluation of the classification system is carried out by testing test data on the 

classification system that has been created. In the evaluation process, comparison matrix creation 

and calculation of classification system evaluation metrics are carried out. The comparison matrix 

is the comparison matrix of the original label of data with the prediction label of the data. The 

comparison matrix will be used to calculate the evaluation metrics of the classification system. 

The evaluation metrics used in the study were accuracy, recall, precision, and F1-score. 

Classification system testing is carried out with test data, the test data used in the evaluation 

of the classification system amounts to 242 test data. The test data will be entered into the 

classification system to predict the classification label. The test data prediction label will be used 

to calculate the performance of the created classification system. The amount of test data for 

each region can be diverted in Table 4. 
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Table 4 Test data 

 

Label 

 

Amount of data 

 

Riau 
 

30 

 

Papua 
 

42 

 

Special Capital District of Jakarta 
 

31 

 

Special Region of Yogyakarta 
 

41 

 

North Sumatra 
 

32 

 

West Java 
 

30 

 

South Sulawesi 

 
36 

 
 

Test data testing will obtain a comparison matrix. In the comparison matrix it can be seen 

that most labels are correctly predicted. The comparison matrix of test data shows that there are 

some labels that tend to be predicted to others. 16 test data from the South Sulawesi region is 

predicted to come from the Yogyakarta area. In addition to southern Sulawesi, there is also the 

Yogyakarta area where 15 data is predicted to come from the Jakarta area. The test data 

comparison matrix can be viewed in Table 5. 

 
 

Table 5. Comparison matrix 

 Prediction 

Riau Sumut Sulsel Papua Jakarta Jabar Yogya 

 

 

 

 

Real Label 

Riau 40 9 0 0 3 2 0 

Sumut 8 52 0 0 0 0 0 

Sulsel 0 0 36 1 2 0 16 

Papua 5 0 0 32 0 2 1 

Jakarta 0 0 0 1 32 11 1 

Jabar 0 8 0 0 1 32 1 

Yogya 0 5 0 0 15 2 44 

 
 

From the existing comparison matrix, it can be calculated the probability rate of certain 

labels to be predicted as other labels. All labels have the highest percentage to predict as actual 

labels. In addition to the original label, the South Sulawesi area has the highest percentage to 

predict as Yogyakarta with a percentage of 29.1%. Conversely, no other area is predicted as South 

Sulawesi than South Sulawesi. This shows that the South Sulawesi area has its own uniqueness 

in traditional music, as other regions are not predicted as South Sulawesi. 
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Table 6. Possibilities table 

 Prediction 

Riau Sumut Sulsel Papua Jakarta Jabar Yogya 

 

 

 

 
Real Label 

Riau 74.1 16.7 0 0 5.5 3.7 0 

Sumut 13.3 86.7 0 0 0 0 0 

Sulsel 0 0 65.5 1.8 3.6 0 29.1 

Papua 12.5 0 0 80 0 5 2.5 

Jakarta 0 0 0 2.2 71.1 24.5 2.2 

Jabar 0 19 0 0 2.4 76.2 2.4 

Yogya 0 7.6 0 0 22.7 3 66.7 

 

The comparison matrix will be used to calculate the evaluation metrics of the existing 

classification system. The metrics used in this study were the total accuracy of test data, the recall 

of each classification label, the precision of each classification label, and the F1-score of each 

classification label. The total accuracy of the classification system to the test data is 74.03%. Other 

metric results can be seen in Table 7. 

 

Table 7. Classification system performance 

 Recall Presisi F1-Score 

Riau 74.07% 75.47% 74.77% 

Sumatera Utara 86.67% 70.27% 77.61% 

Sulawesi Selatan 65.45% 100% 79.12% 

Papua 80% 94.12% 86.49% 

Jakarta 71.11% 60.38% 65.31% 

Jawa Barat 76.19% 65.31% 70.33% 

Yogyakarta 66.66% 69.84% 68.22% 

Rata-rata 74.31% 76.48% 74.55% 

 

The recall value for each classification label is obtained by dividing the number of test 

data of each label predicted to be correct with the amount of data with the label Based on these 

calculations, the highest recall value on the North Sumatra label with a recall of 86.67% and the 

lowest recall value on the South Sulawesi label with a recall of 65.45%. The average recall 

value of all test data is 74.31%. The recall average shows that the classification system works 

quite well in classifying specific area data to actual areas. From the existing classification labels, 

there are 2 classification labels that have recall values far from the average such as South 

Sulawesi and Yogyakarta. Low recall values are due to the similarity of certain area data with 

other regions so that there is an error of classification. 

The precision value for each classification label is obtained by dividing the amount of 

test data of each label predicted correctly by the amount of data predicted to have that label. 

Based on these calculations, the highest precision value was obtained on the South Sulawesi 

label with 100% precision and the lowest precision value on the Jakarta label with a precision 
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of 60.38%. The average precision value of all test data is 76.48%. The average value of precision 

indicates that the classification system works well in determining a particular area. However, 

there is a long range between the highest precision value and the lowest precision value, this 

shows that the south Sulawesi regional data has the highest uniqueness of other regions. 

The F1-Score value for each classification label is obtained by the formula of each 

classification label. Based on these calculations, the highest F1-Score score was obtained on the 

Papua label with an F1-Score of 86.49% and the lowest F1-Score value on the Jakarta label with 

an F1-Score of 65.31%. The average F1-score score is 74.55%, this average value indicates the 

classification system is working well. From the results of this study, it can be concluded that the 

classification system designed works well in classifying the area of origin of traditional music. 

 

 

4. CONCLUSIONS 

 

In this study it can be concluded that the creation of a traditional music classification 

system based on the region of origin has been successfully carried out. The traditional music 

classification system produced in the study worked well. The combination of the Convolutional 

Neural Network (CNN) classification model and the Mel Frequency Cepstrum Coefficients 

(MFCC) works well in the case of traditional music classification. The classification system 

produced an accuracy of 74.03%. 
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