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Abstrak 

Katarak merupakan penyebab kebutaan tertinggi yaitu sebanyak 32,4 juta orang 

mengalami kebutaan dan sebanyak 191 juta orang mengalami gangguan penglihatan pada 

tahun 2010 di dunia. Di sisi lain, semakin lama seorang penderita menderita katarak atau 

terlambat berobat. Perkembangan identifikasi katarak menggunakan algoritma tradisional 

berbasis representasi fitur sangat bergantung pada proses klasifikasi yang dilakukan oleh 

seorang spesialis mata, sehingga metode tersebut rawan terjadi kesalahan klasifikasi seseorang 

yang terdeteksi atau tidak. Namun saat ini terdapat deep learning convolutional neural network 

(CNN) yang digunakan untuk pengenalan pola yang dapat membantu mengotomatiskan 

klasifikasi citra. Penelitian ini dilakukan untuk meningkatkan nilai akurasi dan meminimalisasi 

kehilangan data pada proses identifikasi katarak dengan melakukan suatu pengalaman yaitu 

proses manipulasi dilakukan dengan cara merubah epoch. Hasil penelitian ini menunjukkan 

bahwa penambahan epoch mempengaruhi akurasi dan loss data dari CNN. Dengan 

membandingkan variasi nilai epoch dapat diabaikan bahwa semakin tinggi nilai usia yang 

digunakan maka semakin tinggi pula nilai modelnya. Pada penelitian ini menggunakan epoch 

50 nilai mencapai nilai tertinggi dengan nilai 95%. Berdasarkan model yang dibuat juga telah 

berhasil menerima gambar sesuai kelas yang ditentukan. Setelah pengujian secara akurat, 10 

gambar mencapai akurasi rata-rata 88%. 

 

Kata kunci—Katarak, Convolutional Neural Network, epoch, image, accuracy 

 

Abstract 
Cataract are the highest cause of blindness that there are 32.4 million people 

experiencing blindness and as many as 191 million people experiencing visual disabilities in 

2010 in the world. On the other hand, the longer a patient suffers from cataracts or late 

treatment. The development of cataract identification using a traditional algorithm based on 

feature representation is highly dependent on the classification process carried out by an eye 

specialist so that the method is prone to misclassification of a person detected or not. However, 

at this time there is a deep learning, convolutional neural network (CNN) which is used for 

pattern recognition which can help automate image classification. This research was conducted 

to increase the accuracy value and minimize data loss in the process of cataract identification 

by performing an experience namely the manipulation process was carried out by changing 

epochs. The results of this study indicate that the addition of epochs affects accuracy and loss 

data from CNN. By comparing variety of epoch values it can be ignored that the higher the age 

values used, the higher the value of the model. In this study, using the epoch 50 value reached 

the highest value with a value of 95%. Based on the model that has been made it has also been 

successful to receive images according to the specified class. After testing accurately, 10 images 

achieved an average accuracy of 88%. 
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1. INTRODUCTION 

 

Cataract is defined as a clouding of the lens of the eye that causes visual defects. 

Cataract is the highest cause of blindness [1], [2]. Based on research by [1] states that there are 

32.4 million people experiencing blindness and as many as 191 million people experiencing 

visual disabilities in 2010 in the world, of which 33.4% of all cases of blindness and 18.4% of 

cases of vision defects caused by cataracts. Besides, the number of people who have lost their 

sight due to cataracts worldwide is likely to reach 40 million by 2025. On the other hand, the 

longer a patient suffers from cataracts or late treatment, the more severe the damage will be to a 

cataract sufferer's vision. An ophthalmologist can diagnose cataracts by looking at the degree of 

brightness from the fundus photo. The development of cataract identification using a traditional 

algorithm based on feature representation is highly dependent on the classification process 

carried out by an eye specialist so that the method is prone to misclassification of a person 

detected or not. 

However, at this time there is a new method known as deep learning, in particular the 

convolutional neural network (CNN) which is used for pattern recognition (including images) 

which can help automate image classification, in this case, the retinal fundus data image [3], [4]. 

Among several methods of machine learning, the convolutional neural network (CNN) is a very 

popular method because of its ability to solve problems in computer vision domains, namely 

among others in segmentation, detection systems, classification systems, and other computer 

vision and video analysis applications [5]. It is an  improved version of multilayer perceptron or 

other networks [6], [7]. A CNN consists of an input and an output layer, as well as multiple 

hidden layers. The hidden layers of a CNN typically consist of convolutional layers, RELU 

layer i.e. activation function, pooling layers, fully connected layers, and normalization layers 

[8].  

On the other hand, nowadays, evolutionary computing is increasingly being used to solve a 

problem with an optimization approach [9], [10]. One case is the use of evolutionary computing 

to determine the optimal parameters of a function [11]. When associated with CNN, the 

determination of CNN architecture is closely related to the selection of several parameters, 

including the number and size of the kernel, the number and type of layers, and the type of 

activation function [7]. 

This research proposes to determine optimal CNN with a set number of epochs for the 

case of cataract identification. Research on classification or identification for cataracts has been 

carried out by many previous researchers, [12],[13],[14]. Karamihan [12] utilizes the detection 

of cataract eye images and their characteristics using Deep CNN through GoogleNet Transfer 

Learning and MATLAB to prove that the system created is accurate and reliable. Sahana [13] 

used data with an initial V3 architecture trained on a deep learning image network divided into 

adult and immature cataracts and produced an accuracy of 87.5% using transfer learning and 

TensorFlow. Zhang [14] used the Deep Convolutional Neural Network (DCNN) to detect and 

assess cataracts automatically, as well as visualize multiple feature maps on the pool5 layer with 

high-order empirical semantic meaning, explaining the representation of features extracted by 

DCNN. As the number of samples available increases, the accuracy of DCNN classification 

increases, and the range of fluctuation inaccuracy become more stable. 

 

 

2. METHODS 

2.1 Cataract  

Cataract is clouding of the lens or loss of transparency which is normally clear. Lenses 

that are transparent or clear, are maintained by the uniformity of the fibers, distribution, and  
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composition of the crystalline protein in the lens. The transparency property of the lens can 

decrease because the lens changes the bond structure of the protein and lens nucleus, increasing 

in the turbidity of the lens nucleus [15]. Cataracts can occur without the appearance of 

symptoms, or they can be discovered incidentally during an eye examination of the patient. 

Cataracts rarely cause pain but can make central vision loss and even lead to blindness [16]. 

One of the initial complaints that patients feel is glare or not resistance to bright light, for 

example, direct sunlight or headlights from motorized vehicles. Then vision at both distance and 

near distance will begin to be disturbed. Other complaints that can arise include foggy vision, 

vision is unclear colors, or double vision [17]. 

2.2 Digital Image Processing 
 

The digital image is a multimedia component that plays an important role in presenting 

visual information. Image processing aims to improve image quality according to user needs 

[18]. Image processing techniques can produce other images or producing features from the 

input image. Figure 1 shows the steps in digital image processing which consists of: Image 

acquisition, the first step in image processing is image acquisition, which is the process of 

capturing or taking the required image using imaging sensors such as cameras, scanners, and 

others. 

 

 
 

 

Figure 1 Digital Image Processing Step by step 

 

2.3 Research Design  
 

System design that uses image processing requires several processes to form an output 

decision from the detection system. In this system, the functions are interconnected with other 

processes so that the resulting process will be the input of the next process until it becomes the 

final output of the system based on the results of a model that has been trained on a set of data 

(dataset/database). The data used are image data or eye images, both normal and diagnosed with 

cataracts. The developed system flowchart is shown in Figure 2. 
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Figure 2 Research Design with CNN Methods 

2.4 Convolutional Neural Network (CNN)  

Convolutional Neural Network (CNN) is developed based on the multilayer layer 

perceptron (MLP) which is designed or intended for processing two-dimensional data in the 

form of images. CNN is a variant of the deep neural network because of its high network depth 

and is widely applied to complex image data [18]. The image classification process can 

basically only use MLP, but one of the weaknesses of this MLP method is that it is not suitable 

because it cannot store spatial information from the mind data and each pixel is considered an 

independent or large feature, thus allowing to get unfavorable results [19]. 

 
Figure 3 Arsitekstur CNN 

The CNN method is the same as other neural network theories which are trained using 

the backpropagation algorithm. CNN is designed to recognize visual patterns directly from 

image pixels by minimizing preprocessing. CNN can recognize patterns with a wide variety, 

resistant to distortion and simple geometric transformations. The architecture of CNN is divided 

into 2 major parts, namely the Feature Extraction Layer and the Fully-Connected Layer [20]. 

Each stage consists of three layers, namely the convolutional layer, the layer activation function, 

and the pooling layer, which can be seen in Figure 3 which is the CNN network architecture. 
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2. 4.1 Convolutional layer  

The convolution layer is part of the stage in the CNN architecture. This stage carries out 

a convolutional operation on the output of the previous layer [21]. This layer is the main process 

that underlies the CNN network architecture. This operation applies the output function as a 

feature map of the input image. The convolution operation can be written as equation 1. 

………………..(1) 

where:  s(t) = result function of convolution operation;  x = Input (array);  w    = wieght 

(kernel); 

In machine learning applications, weights (w) are multi-dimensional arrays which are 

parameters that can be learned [22]. 

2. 4.2 Activation Functions  

Activation functions are mathematical operations that are applied to the output signal. 

The activation function is used to determine whether a neuron is active or not based on the 

weighted sum of input. Activation functions that are often used in convolutional neural 

networks include tanh (), ReLu (Rectified Linear Unit), sigmoid, and softmax [22][23].  

This research will be used ReLu and SoftMax activation functions.  

 

1. Relu. 

The ReLu function is a function the output value of a neuron can be expressed as 0 if 

the input value is negative. If the input value is positive, the output of a neuron is the 

activation input value itself. This function equation can be shown in equation (2) [22]. 

……………………………..(2) 

2. Softmax 

Softmax activation is applied in the last layer on neural network. Softmax is more 

commonly used than ReLU, sigmoid, or tanh () [22]. Softmax is useful for changing 

output in a neural network into a basic distribution probability. The softmax equation is 

shown as follows (3): 

……………………(3) 

2. 4.3 Pooling Operation 

After calculating the activation function, pooling operations are carried out by reducing 

size of the matrix using max-pooling or average-pooling. The output from the pooling operation 

is a matrix with smaller dimensions compared to the initial image[22]. The convolution and 

pooling process is carried out to obtain the desired feature map to be input into a fully connected 

layer [24]. The pooling illustration is shown in Figure 4, namely pooling by max-pooling. 

 

 
Figure 4 Pooling with max-pooling 
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2. 4.4 Dropout Regulation 

Dropout is a neural network regulation technique to select several neurons 

randomly and not to be used during the training process, in other words, these neurons 

are randomly discarded [25]. This means that the contribution of the discarded neurons 

will be temporarily stopped by the network and the new weight is also not applied to the 

neurons at the time of backpropagation. Following the dropout process can be seen in 

Figure 5. 

 
Figure 5 Dropout Regulation 

 

In an ordinary artificial neural network, for example, 𝑦𝑙 is the output value of a 

layer 𝑙 and 𝑧𝑙 is the input value at layer 𝑙 where 𝑊𝑙 and 𝑏𝑙 are the weight and bias of 

layer 𝑙, with units then the calculation of the feedforward process using the activation 

function 𝑓 can be done on Equations 4 and 5 [25]. Meanwhile, in a network that 

implements the dropout technique, the variable 𝑟𝑙 represents the vector along 𝑗 which 
stores the value obtained from the Bernoulli distribution. The feedforward process is 

carried out in Equations 6, 7, and 8. 

………………….……(4) 

………………………….……(5) 

………………………….…...(6) 

……………………..(7) 

……………………………….(8) 

 

This technique is easy to apply to the CNN model so that it will have an impact on the 

model's performance in training and reduce overfitting [25]. 

2. 4.5 Optimizer 

The optimizer is one of the parameters needed to build the model. The optimizer has an 

important role in increasing the accuracy of a model. In this study using the Adam method for 

the optimizer parameter. Adam (adaptive moment estimation) is calculating the adaptive 

learning rate for each parameter [10]. The recommended parameter values are b1 = 0.9, b2 = 

0.999, and e = 10-8 where b1 = b2 = the exponential rate of decline and e = the epsilon value for 

parameter updates. 

2. 4.6 Cross-Entropy Loss Function 

As a common loss function in the training of classification tasks, the cross-entropy loss 

plays an important role in the training process of the neural network to measure whether the 

current model is good enough or not. Loss calculated based on this criterion can update the 



IJCCS  ISSN (print): 1978-1520, ISSN (online): 2460-7258  

 

Detection of Cataract Based on Image Features Using Convolutional Neural... (Indra Weni) 

81 

model parameters by its gradient, and the output loss could be minimized in this way. Currently 

improved classification loss functions are usually extended from the standard cross-entropy loss, 

such as L-Softmax and AM-Softmax. The cross-entropy loss function is optimized to make the 

features extracted from the neural network more representative [26]. For instance, the 

calculation formula of AM-Softmax is as follows (9): 
 

 ……(9) 

 
 

3. RESULTS AND DISCUSSION 

3.1  Preprocessing 

The data used in this research is fundus image data from the dataset of Kambang Eye 

Hospital. The data used were 380 fundus images consisting of 240 images of cataracts and 140 

images of normal eyes. In the data preprocessing stage, the first thing to do is define the input 

parameters that will be used to determine or equalize the image dimensions used. In this study, 

the dimensions are 150 x 150 and then determine the batch_size. Batch_size is the number of 

images used in one training test later.  

Besides, at this preprocessing stage, it is determined how many epochs (iterations) are 

used for the training test. In this preprocessing, an augmentation process is carried out for the 

fundus image or image used. Augmentation is the process of changing or modifying an image in 

such a way that the computer will detect that the changed image is a different image, but 

humans can still tell that the changed image is the same. Augmentation can increase the 

accuracy of the trained CNN model because the augmentation model gets additional data that 

can be useful for making models that can generalize better. In the augmentation process, rescale 

is carried out for the dataset used. All data in the form of normal eye data or cataract eye data 

were rescaled with a size of 1/255, share_range scale = 0.2 zoom_range scale = 0.2 and 

Shearing image scale 0.2, image zooming with a range of 0.2 and horizontal flip (horizontal 

rotation) or horizontal rotation was performed 180 degrees. And the results of the augmentation 

process are shown in Figure  

 
Figure 6 Image Augmentation 

3.2  Partition and Image label 

After the augmentation process, the next process is to divide the data into 2 + 1 parts, 

the data sharing uses the Train Test Split technique which is supported by the Sklearn library, 

which is dividing the data into 80% training data and 20% test data, then the test data is divided 

again into two data, namely 10% test data, and 10% validation data. Besides, the classification 

class was also labeled into 2 classes, namely normal class, and cataract class. This data sharing 

and labeling process are shown in Figure 7. 

This class and data sharing process was carried out as the beginning of the process to 

build a CNN model from fundal image detection for the classification of cataract eyes or normal 

eyes. Based on Figure 18, it can be seen that there are 181 images used as training data, 100 
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images as validation data, and 99 images as testing data. Each of these sections has been divided 

into 2 classes, namely normal or cataract classes. 

 

Figure 7 Partition and labeling 

3.3  Learning Rate and Optimization of epoch for fitness values calculation  

In this research, the manipulation process was carried out by changing various iterations 

or epochs. Considering this process, we need to determine first the optimal number of epoch in 

training data. The hope is that by doing modeling with various epochs, a minimum of epochs 

will be obtained to get maximum accuracy. 

Learning rate is one of the hyperparameters that greatly affects the performance 

of a CNN model. In searching for the right level of learning, a method called cyclic 

learning rates, in this method, training will be carried out several times, with a learning 

speed starting from a small value, and each iteration the learning level will be enlarged, 

each iteration will be seen from the losses obtained, and if the loss obtained increases 

drastically, the search process will be stopped. Based on data losses are obtained, then 

the level of learning chosen at any time before the loss has the lowest value. This 

research using a learning rate with a value of 5, 10, 20, and 50. It is shown in Figure 

8,9,10,11 and 12 that doing experience by using variations in the number of epochs in 

learning, it appears that increasing the number of epochs greatly affects getting good 

accuracy. 

 
Figure 8 Epoch 2 

 
Figure 9 Epoch 5 
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Figure 10 Epoch 10 

 

 
Figure 11 Epoch 20 

 
Figure 12 Epoch 50 

 

Based on the results of the training with a variety of epoch, it can be seen in the 

following Table 1: 

Table 1 Variacy of epoch 

Epochs Error Accuracy 

2 0,43 0,82 

5 0,20 0,92 

10 0,13 0,95 

20 0,10 0,95 

50 0,05 0,97 

3.4  Result of Cataract identification 

After the CNN modeling process is carried out and obtaining the best accuracy value, 

the image testing process is carried out by inserting a new image. In testing the image, has been 

able to detect cataract eye images that are input into the system. Testing will be carried out 

using test data of 8 different images. Images are divided into two classes, namely: normal eyes 

and cataract eyes. The purpose of testing with manual testing is to determine the level of 

effectiveness and accuracy in this test before it is operated by the user. The results of image 

testing can be seen in Table 2 below: 
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Table 2 Image Test Results 

No Image 

Determinatio

n of optimal 

epoch 

Accuracy No 

Image 

Determinatio

n of optimal 

epoch 

Accuracy 

Norma

l 

Catarac

t 

Norma

l 

Catarac

t 

1 

 

2 0.5575  6 

 

10  0.9109 

2 

 

2  0.5900 7 

 

20 0.9793  

3 

 

5 0.9883  8 

 

20  0.9910 

4 

 

5  0.7833 9 

 

50 0.9999  

5 

 

10 0.9993  10 

 

50  0.9999 

 Based on the table above, it can be seen that the more epoch values used, the better the 

accuracy results from image testing. Of course not only is this a determinant of the level of 

accuracy of the image test results but also many things such as the number of datasets, image 

dimension sizes, and others but in this study, the focus is on the learning rate value and the 

number of epochs. The prediction results from the model obtained on the tested dataset showed 

very good results, namely an average accuracy of 88% which can be seen in Table 2 as follows:  

Table 3 Average Accuracy 
No Category Accuracy No Category Accuracy 

1 

Normal 

0.5575066 6 

Cataract 

0.5900034 

2 0.98833406 7 0.78338605 

3 0.9993315 8 0.91091913 

4 0.9795043 9 0.9910787 

5 0.99999595 10 0.9999844 

Average 0.880004409 

Percent 88% 

 

 

4. CONCLUSIONS 
 

Based on the research that has been done, it has succeeded in making a CNN model that 

will be used to test the image. By comparing a variety of epoch values it can be ignored that the 

higher the age values used, the higher the value of the model. In this study, using the epoch 50 

value reached the highest value with a value of 95%. Not only does the accuracy of the model 

get high scores but also the examiner process shows accurate results using the CNN model 

which uses a total of 50 times. Based on the model that has been made it has also been 

successful to receive images according to the specified class. After testing accurately, 10 images 

achieved an average accuracy of 88%. 
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