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Abstrak 

Penyakit tuberkulosis (TB), yang disebabkan oleh bakteri Mycobacterium tuberculosis, 

merupakan penyakit menular yang sangat berbahaya. Di Indonesia, TB adalah penyakit menular 

paling mematikan setelah COVID-19 dan menempati urutan ke-13 sebagai penyebab kematian 

global. Deteksi dini TB sangat penting untuk meningkatkan peluang kesembuhan, namun 

keterbatasan jumlah ahli radiologi menjadi tantangan utama. Teknologi deep learning, 

khususnya Convolutional Neural Network (CNN), mejadi solusi efektif untuk masalah ini. Oleh 

karena itu, pada penelitian ini akan membandingkan dua arsitektur CNN, yaitu AlexNet dan 

VGG-19, dalam mendeteksi TB pada citra rontgen paru-paru, dengan penerapan metode 

perbaikan kualitas citra, seperti Histogram Equalization (HE), Adaptive Histogram Equalization 

(AHE), Contrast Limited Adaptive Histogram Equalization (CLAHE), dan Gamma Correction. 

Dataset yang digunakan diperoleh dari Kaggle dan mencakup citra rontgen paru-paru normal 

serta TB. Evaluasi performa dilakukan berdasarkan akurasi, presisi, recall, dan F1-score. Hasil 

penelitian menunjukkan bahwa VGG-19 dengan CLAHE memberikan performa terbaik dengan 

akurasi 93.5%, presisi 98.88%, recall 88%, dan F1-score 93.12%. VGG-19 dengan Gamma 

Correction juga menunjukkan hasil yang sangat baik dengan akurasi 91%, presisi 97.67%, recall 

84%, dan F1-score 90.32%. Temuan ini menggarisbawahi efektivitas kombinasi CNN dan metode 

pemrosesan citra dalam meningkatkan deteksi TB.  

 

Kata kunci— Pengolahan Citra, Kecerdasan Buatan, Deep Learning, Tuberkolosis, CNN, VGG-

19 

Abstract 

 Tuberculosis (TB), caused by the bacterium Mycobacterium tuberculosis, is a highly 

dangerous infectious disease. In Indonesia, TB is the deadliest infectious disease after COVID-

19 and ranks as the 13th leading cause of death globally. Early detection of TB is crucial for 

improving the chances of recovery, yet the limited number of radiologists poses a significant 

challenge. Deep learning, particularly Convolutional Neural Networks (CNNs), offers an 

effective solution to this issue. This study compares two CNN architectures, AlexNet and VGG-

19, for detecting TB in chest X-ray images, employing image enhancement techniques such as 

Histogram Equalization (HE), Adaptive Histogram Equalization (AHE), Contrast Limited 

Adaptive Histogram Equalization (CLAHE), and Gamma Correction. The dataset used is sourced 

from Kaggle and includes images of both normal lungs and TB. Performance evaluation is 

conducted based on accuracy, precision, recall, and F1-score. The results demonstrate that VGG-

19 with CLAHE provides the best performance, achieving an accuracy of 93.5%, precision of 

98.88%, recall of 88%, and F1-score of 93.12%. VGG-19 with Gamma Correction also shows 

excellent results with an accuracy of 91%, precision of 97.67%, recall of 84%, and F1-score of 

90.32%. These findings underscore the effectiveness of combining CNNs with image processing 

techniques to enhance TB detection. 

mailto:1xxxx@xxxx.xxx
mailto:2xxx@xxxx.xxx
mailto:3arya.mertatika16@gmail.com


50      ◼                   ISSN (print): 1978-1520, ISSN (online): 2460-7258 
 

IJCCS  Vol. 19, No. 1,  January 2025 :  49 – 60 

 
Keywords— Image Processing, Artificial Intelligence, Deep Learning, Tuberculosis, CNN, VGG-

19 

 

1. INTRODUCTION 

 

Chronic diseases are the leading cause of death worldwide. These conditions accounted 

for 73% of total deaths in 2020, with 60% of them caused by cancer, stroke, HIV/AIDS, and heart 

disease. One of these chronic diseases is Tuberculosis (TB), caused by Mycobacterium 

tuberculosis, which primarily attacks the lungs [1]. According to the Global TB Report 2022, TB 

is the second deadliest infectious disease after COVID-19 and ranks 13th as the leading cause of 

death worldwide. Indonesia ranks second after India, with 969,000 cases and 144,000 deaths. TB 

significantly affects countries with a high burden due to a lack of radiologists and medical 

equipment. Although TB is treatable, early diagnosis through chest X-rays is crucial. However, 

the limited number of radiologists poses a major challenge, making it necessary to develop semi-

automated detection systems to support medical diagnosis [2]. Using CNNs, a deep learning 

technology, various types of diseases can be diagnosed quickly and effectively [3]. There are three 

main layers that make up a neural network (CNN): the convolutional layer, the pooling layer, and 

the fully connected layer. The convolutional layer, which serves as the backbone of CNN 

architecture, extracts image features by applying filters through a convolution operation [4]. 

VGG-19 is a well-known CNN architecture comprising 19 layers, which include 16 convolutional 

layers, 4 max pooling layers, 2 fully connected layers, and a single softmax layer. VGG-19 uses 

224x224 input images and a 3x3 kernel, featuring 5 blocks of convolutional layers [5]. Chest 

radiology imaging, such as CT and X-ray, is crucial for the early diagnosis of TB. However, X-

ray images have limitations in distinguishing soft tissues, necessitating image quality 

enhancement. Methods used include HE (Histogram Equalization), AHE (Adaptive Histogram 

Equalization), CLAHE (Contrast Limited Adaptive Histogram Equalization), and Gamma 

Correction [6]. This study will compare deep learning methods, AlexNet and VGG-19, with 

image quality enhancement using HE, AHE, CLAHE, and Gamma Correction in detecting TB. 

The evaluation will be conducted by comparing four indicator that is accuracy, precision, recall, 

and F1-score, utilizing chest X-ray images sourced from Kaggle. The aim of this study is to 

compare different deep learning methods for detecting tuberculosis using chest X-rays. The 

ultimate goal is to identify the most effective method for diagnosing the disease. 

 

2. METHODS 

 

This study involves five core steps as its main stages. The first stage involves data 

collection, followed by image quality enhancement using the CLAHE method, then data 

preprocessing, and the application of the AlexNet and VGG-19 methods. The second stage 

involves data collection, image quality enhancement using the AHE method, data preprocessing, 

and the application of the AlexNet and VGG-19 methods. In the third stage, data collection, image 

quality enhancement using the HE method, data preprocessing, and the application of the AlexNet 

and VGG-19 methods are carried out. The fourth stage includes data collection, data 

preprocessing, and the application of the AlexNet and VGG-19 methods without image quality 

enhancement. The final stage involves testing the results and accuracy, as well as comparing 

methods that use image enhancement with those that do not. Figure 1 below illustrates these 

research stages. 



IJCCS  ISSN (print): 1978-1520, ISSN (online): 2460-7258 ◼     51 

 

Comparison of Artificial Intelligence Methods for  … (I Putu Agus Eka Darma Udayana) 

 
 

Figure 1 Research Flow 

2.1 Datasets 

The initial step involves gathering the dataset. For this research, a publicly accessible 

dataset obtained from the Kaggle platform. This dataset was developed by Rahman [7]. It contains 

chest X-ray images of normal lungs, with 3,500 images, and lungs affected by tuberculosis, with 

1,500 images. Table 1 shows the data distribution. 

 

Table 1 Dataset Distribution 

Condition Amount of data 

Normal Lungs 3.500 

Tuberculosis-Affected Lungs 1.500 

 

2. 2 Preprocessing 

The pre-processing stage in this research involves several techniques to enhance image 

data quality before it is used for model training. First, Histogram Equalization (HE) is applied to 

improve image contrast by redistributing pixel intensities more evenly. Second, Adaptive 

Histogram Equalization (AHE) enhances local contrast by applying equalization to small regions 

of the image, which helps in improving details in areas with varying lighting conditions. Third, 

Contrast Limited Adaptive Histogram Equalization (CLAHE) addresses the issue of excessive 

amplification found in AHE by limiting the contrast, thus preserving details while reducing 

excessive noise. Fourth, Gamma Correction is used to adjust the image brightness, where a 

gamma value greater than 1 darkens the image, and a value less than 1 brightens it, helping to 

normalize intensity variations in the image. Lastly, Target Size specifies a uniform standard size 

for all images, facilitating model training by ensuring all images have consistent resolution and 

proportions, thereby improving the model’s efficiency and accuracy. 

 

2. 2.1 Histogram Equalization 

A histogram is a graph that represents the distribution of pixel intensity values, helping 

to determine whether an image is dark or bright [8]. Histogram equalization involves adjusting 

pixel intensity values to make their distribution uniform. This equalization is achieved by 

transforming the original pixel intensity values (r) to new values (s) using a transformation 

function TTT, such that s=T(r)s = T(r)s=T(r). This means that rrr can be retrieved from sss using 

the inverse transformation r=T−1(s)r = T^{-1}(s)r=T−1(s), where 0≤s≤10 \leq s \leq 10≤s≤1 and 

0≤r≤10 \leq r \leq 10≤r≤1. To ensure consistent mapping within the allowed value range, the goal 

of histogram equalization is to achieve a comprehensive histogram spread so that each gray level 

has an approximately equal number of pixels  [9]. Since the histogram indicates the probability 

of pixels having a specific gray level, the formula used for histogram equalization is: 

 

𝑃𝑟(𝑟𝑘) =
𝑛𝑘

𝑛
 in this case 𝑟𝑘 =

𝑘

𝑡𝑡−1
, 0 ≤ 𝑘 ≤ 𝐿 − 1         (1)

  

In histogram equalization, gray levels (k) are normalized with respect to the maximum 

gray level L−1L - 1L−1. Here, rk=0rk = 0rk=0 represents black, and rk=1rk = 1rk=1 represents 
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white in the specified grayscale  [9]. Another formula used to compute histogram equalization for 

an image with a grayscale of kkk bits is given by the following equation. 

𝐾𝑜 = round (
𝐶

𝑖(2𝑘−1)

𝑤ℎ
)         (2) 

  

2. 2.2 Adaptive Histogram Equalization 

Adaptive Histogram Equalization (AHE) works by dividing an image into several regions 

and then performing histogram equalization (HE) on each region. Consequently, AHE processes 

multiple histograms, each representing a different region of the image. This technique enhances 

local contrast, allowing for more detailed observations [10]. Unlike standard histogram 

equalization, AHE uses an adaptive method that calculates multiple histograms for various parts 

of the image and applies them to adjust the distribution of pixel values. This makes AHE 

particularly effective to enhance local contrast and define edges definition in different areas of 

the image [11]. AHE is also known as Local Histogram Processing [12]. By applying HE to 

different regions, AHE enhances local contrast and edge definition, providing an effective 

solution for improving image quality. 

 

2. 2.3 Contrast Limited Adaptive Histogram Equalization  

This is a popular method to enhancing contrast images, especially useful for improving 

medical images like X-rays and enhancing details in standard photographs [13]. CLAHE is a 

modification of AHE and is known for its simplicity and efficiency in implementation. It can 

separate the background from the foreground in images, reduce noise, and enhance contrast [14]. 

The CLAHE algorithm operates by first segmenting the base image to smaller M x N sections. 

Then, a histogram is computed for every segmented region. Finally, the histogram of each sub-

image is subjected to a clipping process to limit its intensity values. The pixel count within the 

the segmented region is allocated across each grayscale level. The mean quantity of pixels at 

every level of grayscale is calculated using equation (3). 

 

𝑁avg =
𝑁𝐶𝑅−𝑋𝑝×𝑁𝐶𝑅−𝑌𝑝

𝑁aray 
                 (3) 

 

N_avg represents the mean pixel value, N_gray indicates the total grayscale levels within 

the sub-image, N_(CR-Xp) denotes the pixel count along the X-axis of the sub-image, and 

N_(CR-Yp) refers to the pixel count along its Y-axis. Then, calculate the clip limit of the 

histogram using equation (4). 

 

𝑁𝐶𝐿 = 𝑁𝐶𝐿𝐼𝑃𝑋𝑁avg               (4) 

 

N_CL represents the clip limit, while N_CLIP is the maximum allowed average pixel 

value for each grayscale level within the sub-image. In the original histogram, pixel values are 

clipped if their count exceeds N_CLIP. The clipped pixels are then uniformly redistributed across 

each grayscale level (N_d), with N_TC indicating the overall count of clipped pixels, calculated 

using equation (5). 

 

𝑁𝑑 =
𝑁𝑇𝐶

𝑁gray 
              (5) 

 

The variable M signifies the size of the area, N refers to the grayscale intensity value, and α 

represents the clip factor, which determines the level of histogram enhancement within a range of 

0 to 100 [15]. 
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2. 2.4 Gamma Correction 

Gamma correction is a shading factor that affects the relationship within the input image 

intensity (grayscale level) and the resulting image, making the mapping potentially non-linear 

[16]. Gamma has a value greater than 0. When gamma is set to one, the mapping becomes linear. 

However, if gamma is less than one, the mapping generally produces higher output values, 

resulting in a brighter image. When gamma exceeds one, the mapping typically produces lower 

output values, leading to a darker image [17]. The pixel intensity of the image, γ, is a positive 

constant that introduces the gamma value. If γ is greater than 1, the output will be darker. 

Conversely, if γ is less than 1, the output will be brighter. In this context, gamma adjustment can 

be considered a contrast adjustment operation  [18], [19]. 

 

 
Figure 2 Gamma correction 

2. 4  Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) is a specialized form of Multi-Layer Perceptron 

(MLP) designed for identifying images in two dimensions. CNN mimics the way the human brain 

recognizes objects, enabling computers to 'see' and 'distinguish' between various objects, a process 

known as image recognition [20]. CNN is a classification method in deep learning that uses 

convolutional layers to convolve input with filters. Generally, CNN shares similarities with 

regular neural networks, consisting of neurons with weights, biases, and activation functions. 

CNN employs two main methods: backpropagation for learning (training) and forward 

propagation for classification [21]. A standard A CNN consists of three main layer types: 

convolutional layers, pooling layers, and fully connected layers. The Convolutional Layer, which 

forms the backbone of the CNN structure, applies convolution using matrix filters (commonly 

3x3) to identify essential features within the image. These features preserve specific relationships 

between pixels. Convolution with different filters can produce effects such as edge detection, 

blurring, and image sharpening. In addition to filters, there is also stride, which is the number of 

pixel shifts on the input. If the stride is 1, the filter moves by 1 pixel at a time. Padding is used if 

the filter does not fully fit the input [4]. The formula used in the Convolutional Layer can be seen 

in equation (6). 

 

𝑛(𝑤,ℎ) = [
𝑛in +2𝑝−𝑘

𝑠
] + 1             (6) 

 

Activation functions are the stages that follow the convolution process. The output of the 

convolution is subjected to an The Rectified Linear Unit (ReLU) is among the most frequently 

utilized functions for activation in CNNs, aimed at minimizing error and saturation. This 

activation function is often chosen by researchers because it performs better and It is applied in 

every hidden layer of the neural network, with the mathematical expression for the ReLU 

activation function provided in the equation (7) [22]. 

 

𝑓(x) = {
x,     x > 0
0,     x ≤ 0

             (7) 

 



54      ◼                   ISSN (print): 1978-1520, ISSN (online): 2460-7258 
 

IJCCS  Vol. 19, No. 1,  January 2025 :  49 – 60 

The ReLU function is an activation function that outputs 0 when the input is negative, 

and passes the input value unchanged when it is positive [23]. The pooling layer reduces the image 

dimensions following the convolutional layer. Pooling layers come in two types: Max pooling 

and average pooling are widely used techniques in convolutional neural networks. In max pooling, 

the pooling layer segments the output of the convolutional network into smaller grids to process 

the maximum value within each grid, and select full value from each grid to create the reduced 

image matrix [14].  The formula used in Max Pooling can be seen in equation (8). 

 

𝑛(𝑤,ℎ) =
(𝑛(𝑤,ℎ)−1−𝑓)

𝑠
+ 1            (8) 

 

 

 
Figure 4 Convolutional Neural Network process 

2. 5  Alexnet  

In the method design phase, AlexNet is one of the methods used in this research. The data 

that has undergone preprocessing will be processed using the functions present in the layers of 

AlexNet [24]. AlexNet uses several important parameters. In this study, the AlexNet is build of 

five convolutional layers and three fully connected layers, along with 5 dropout layers 

implemented following some convolutional and fully connected layers to reduce overfitting by 

randomly ignoring some units. AlexNet also uses pooling layers after several convolutional layers 

to reduce data dimensions and extract important features. Finally, the dense layer functions as the 

output layer to produce the required predictions or outputs. This configuration make AlexNet 

model to learn important features in the image, also improve model generalization through 

dropout, resulting in better predictions. 

 
Figure 5 Architecture Alexnet 

2. 6 VGG-19 

In the method design phase, VGG-19 is one of the methods used in this research. The 

data that has undergone preprocessing will be processed using the functions present in the layers 

of VGG-19. VGG-19 uses several important parameters. In this study, VGG-19 comprises 16 

convolutional layers and 3 fully connected layers, with 5 dropout layers strategically inserted after 

specific convolutional and fully connected layers. These dropout layers help reduce overfitting 

by randomly deactivating certain units. [25]. VGG-19 employs convolutional layers with small 

kernels (3x3) and a stride of 1 to capture intricate features from the image. It also uses pooling 

layers after several convolutional layers to reduce the data's dimensions and emphasize key 
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features. Finally, The dense layer serves as the output layer to generate the desired predictions or 

outputs. This configuration allows the VGG-19 model to learn important features in the image 

data and improve model generalization through dropout, leading to better predictions [26]. 

 

 
Figure 6 Architecture VGG-19 

2. 7 Image Quality Assessment 

 IQA utilizes MSE and PSNR to assess the efficiency of contrast enhancement techniques 

for improving image quality. MSE evaluates the mean squared difference between the original 

image and the improved version, calculated by comparing the pixel values at corresponding 

positions in both images. Equation (9) is used to calculate the MSE value [10]. 

 

MSE =
1

𝑀𝑁
∑  𝑀−1

𝑖=0 ∑  𝑁=1
𝑗=0 (𝐼(𝑖 − 𝑗) − 𝐸(𝑖 − 𝑗))2          (9) 

 

In equation (9), 𝐼 and 𝐸 represent the input image and the enhanced image, 𝑖 and 𝑗 are the 

pixel positions in the image, and 𝑀𝑁 represents the size of the image. PSNR is the ratio between 

the image's pixel intensity dynamic range and the noise present in the image. It is used to assess 

the quality of an image after enhancement, with higher PSNR values indicating better image 

quality. PSNR can be calculated using equation (10) [27]. 

 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔 10(
(𝐿−1)2

𝑀𝑆𝐸
)          (10) 

 

In equation (9), 𝐿 represents the dynamic range of grayscale levels in the image. 

2. 8 Evaluasi model 

System performance is evaluated using A confusion matrix is a categorization evaluation 

tool by providing information on correct and incorrect predictions [28]. The matrix provides 

details on the accuracy of predictions in classification. The confusion matrix consists of four cells 

that represent the count of accurate and inaccurate predictions. The confusion matrix enables the 

derivation of various evaluation metrics for classification models, including accuracy, precision, 

recall, F1-score, and more [29]. The calculations for accuracy, precision, and recall are shown in 

equations (10), (11), and (12) below. 

1. Accuracy 

Accuracy measures how well a system can classify overall correctness. Accuracy 

can be calculated using equation (11). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
         (11) 

 

2. Precision 

Precision can be calculated as the ratio of true positives to the total of true 

positives and false positives, with the accuracy of positive predictions indicated by a high 

precision value. Precision can be calculated using equation (12). 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
          (12) 

 

3. Recall 

Recall can be calculated as the ratio of true positives to the total of true positives 

and false negatives, with a high recall value indicating successful identification of the 

class. Recall can be calculated using equation (13). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
          (13) 

 

In addition to accuracy, precision, and recall, the F-Score—which combines precision and 

recall—can also be computed using the confusion matrix. The harmonic mean of precision and 

recall is used to get the F-Score. The F-Score can be calculated using equation (14). 

 

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ⋅
𝑅𝑒𝑐𝑎𝑙𝑙⋅𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
         (14) 

 

In equations (11), (12), and (13), When the model accurately identifies a positive class as positive, 

it is called True Positive (TP). When the model correctly classifies a negative class as negative, it 

is referred to as True Negative (TN). When the model incorrectly labels a negative class as 

positive, it is considered False Positive (FP), while when the model wrongly classifies a positive 

class as negative, it is called False Negative (FN) [30]. 

 

3. RESULTS AND DISCUSSION 

 

3.1 Image Enhancement Evaluation 

Use IQA (Image Quality Assessment) with MSE and PSNR to evaluate the methods HE, 

AHE, CLAHE, and Gamma Correction in enhancing chest X-ray images. It will help to improve 

image. 

Table 2 Results of the image enhancement model testing 

Image Improvement Methods MSE PSNR 

HE 1004.435 20.339 

AHE 550.525 21.019 

CLAHE 11.113 38.132 

Gamma Correction 47.468 31.442 

 

In this study, image enhancement performance is assessed through the Mean Squared 

Error (MSE) and Peak Signal-to-Noise Ratio (PSNR) metrics to assess the quality of the enhanced 

image compared to the original image. The Histogram Equalization (HE) method shows a high 

MSE value of 1004.43 and a low PSNR of 20.33, indicating a notable disparity between the 

original and enhanced images. In contrast, the Adaptive Histogram Equalization (AHE) method 

results in an MSE of 550.53 and a PSNR of 21.02, showing an improvement in quality compared 

to HE. The CLAHE (Contrast Limited Adaptive Histogram Equalization) method provides the 

best results with a very low MSE of 11.11 and a high PSNR of 38.13, indicating excellent image 

quality. Gamma Correction yields an MSE of 47.47 and a PSNR of 31.44, which is better than 

HE but still less optimal compared to AHE and CLAHE. These findings suggest that CLAHE is 

the most effective method for enhancing image quality, which is crucial for medical applications 

such as tuberculosis detection in chest X-ray images. 
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Figure 7 Image enhancement diagram 

 

The graph above compares several methods based on Mean Squared Error (MSE) and 

Peak Signal-to-Noise Ratio (PSNR). The HE and AHE methods have high MSE values and low 

PSNR, indicating high error rates and poor image quality. CLAHE stands out as the best method 

with the lowest MSE and highest PSNR, indicating high accuracy and the best image quality. The 

Gamma method performs fairly well, with moderate MSE and high PSNR, though slightly below 

CLAHE.  

 

3.1 Model Evaluation 

The evaluation results using the confusion matrix for the AlexNet and VGG-19 methods 

in detecting tuberculosis from X-rays are presented below. 

 

Table 3 Model testing results 

 

This study assesses detecting tuberculosis in chest X-ray images using employing 

different image processing techniques and two artificial neural network architectures, namely 

AlexNet and VGG-19, with data comprising 3500 normal images and 1500 TB images. The 

evaluation methods include accuracy, precision, recall, and F1-score. The results in the table 

above show that AlexNet with Histogram Equalization (HE) achieved an accuracy of 72.5%, 

precision of 97.87%, recall of 46%, and an F1-score of 62.59%. The Adaptive Histogram 

Equalization (AHE) method on AlexNet improved accuracy to 77.5% with precision of 95.08% 

and recall of 58%, while Contrast Limited Adaptive Histogram Equalization (CLAHE) provided 

an accuracy of 84% and recall of 69%. Gamma Correction showed the best performance with an 

accuracy of 85.5%, precision of 97.33%, and recall of 73%. On the other hand, VGG-19 

performed better than AlexNet with HE, achieving an accuracy of 72% and recall of 45%. AHE 

on VGG-19 provided an accuracy of 73% and recall of 48%, while CLAHE on  VGG-19 gave 

the best results with an accuracy of 93.5% and recall of 88%. Gamma Correction on VGG-19 also 

showed excellent performance with an accuracy of 91% and recall of 84%. Applying K-Fold 

Image 

improvement 
Model Accuracy Precision Recall F1- Score 

HE 

Alexnet 

72.5% 97.87% 46% 62.59% 

AHE 77.5% 95.08% 58% 72.05% 

CLAHE 84% 98.57% 69% 81.18% 

Gamma 

Correction 
85.5% 97.33% 73% 83.43% 

HE 

VGG-19 

72.00% 97.83% 45% 61.64% 

AHE 73% 96% 48% 64% 

CLAHE 93.50% 98.88% 88% 93.12% 

Gamma 

Correction 
91% 97.67% 84% 90.32% 
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Cross Validation (K-Fold CV) to AlexNet led to an improvement in accuracy, even though the 

model was trained for only 10 epochs, because K-Fold CV reduces bias and variance. Conversely, 

VGG-19 without K-Fold CV showed less stable results with 10 epochs, but still performed well 

with CLAHE and Gamma Correction methods. In conclusion, the combination of VGG-19 with 

CLAHE is the best for tuberculosis detection, with precise image processing and efficient training 

techniques significantly improving detection performance. 

 

 
Figure 8 Model evaluation diagram 

 

This graph shows the performance comparison of several approaches relying on four 

metrics: Accuracy, Precision, Recall, and F1-Score, tested on two different datasets, AlexNet and 

VGG-19. In both datasets, the CLAHE and Gamma Correction methods demonstrate the most 

balanced performance, with high values across all metrics. The HE and AHE methods tend to 

have very high precision but lower recall and F1-Score values, indicating an imbalance in output. 

Overall, CLAHE and Gamma Correction emerge as the top-performing methods, excelling in 

both accuracy and balance among precision, recall, and F1-Score. 

 

4.CONCLUSIONS 

 

The findings of this study indicate that the VGG-19 model, combined with the Contrast Limited 

Adaptive Histogram Equalization (CLAHE) technique, delivers superior performance in 

detecting tuberculosis from chest X-ray images. So this method resulted in an accuracy of 93.5%, 

precision of 98.88%, recall of 88%, and F1-score of 93.12%. Overall, the combination of the 

VGG-19 model architecture and the CLAHE image processing method significantly improves 

performance in detecting TB compared to other tested methods and models, including AlexNet. 
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